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TRADE IN THE TRIAD : H OW EASY IS THE ACCESS TO L ARGE M ARKETS ?

SUMMARY

The debate over the measurement of the true level of protection of Europe, compared with
the one of its main trading partners has recently been fueled by diverging empirical evi-
dence. Considering the persistent difficulties in the direct measurement of protection, an
indirect assessment of protection policies can be contemplated. International price differ-
entials and deviations from expected trade patterns are two alternative research strategies
to measure those trade costs. The second strategy, based on deviations from expected trade
patterns, uses different versions of the gravity equation as the benchmark of what trade
volumes “should be”. This type of work has been recently renewed in two related aspects:
First through a narrowing of the gap between the empirical investigations and its theoretical
foundations; Second, through the emergence of the border effect literature. This methodol-
ogy inverses the traditional logic in the measurement of international commodity markets’
integration by comparing the bilateral trade with the volume of trade taking place within
the own borders and not with trade flows occurring between other pairs of countries chosen
as a reference group.

We use trade flows between and within countries of the "Triad" (the European Union,
Japan and the United States) to evaluate the overall effect of national borders for those
partners, and most importantly, whether we can observe some significant asymmetries in
this (inverse) measure of integration. We thus assess in more detail the current level of
integration of international markets and its evolution. This question of symmetry in market
access has been the subject of numerous concerns, specially among policy makers. A newly
available dataset of compatible bilateral trade and production enables a rigorous analysis of
those and related claims over the period 1978-1999 and for 26 industries.

We find that the European Integration, revealed by the decrease in border effects, is an
ongoing and successful process: Crossing a national border inside the EU reduces trade by
a factor of 19.7 in the late seventies, and by a factor of 13.2 in the late nineties. Among the
other combinations of Triad countries, only American exports to Japan are occasionally es-
timated to have a comparable ease of access than intra-EU trade. Turning to the reciprocity
in market access, it appears that, although the ease of access to the US market for EU pro-
ducers is constantly lower than the reverse, the gap is narrowing over time, to become very
small recently. Since 1985, the Japanese market access to EU markets stays constant, but
falls markedly for the EU exporters to the Japanese market. Reciprocal market access be-
tween the United States and Japan is clearly asymmetric with a much better revealed access
of US exporters to the Japanese consumers than the reverse. This result, although surprising
when confronted with the official positions and disputes concerning market access issues,
is not isolated in the literature. Turning to specific industries, Furniture, Plastic, Food and
Wood industries are characterized by very large border effects in all combinations. Con-
versely, Industrial chemicals, instruments and transport equipment for instance do always
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face limited border effects.

A second aim of this paper is to sort out between the possible explanations of border
effects estimated across country pairs and industries. The first obvious explanation relates
to actual protection, should it be through tariffs or more subtle border-related trade hin-
drances. National borders can also coincide with delimitations of important differences in
tastes among consumers, resulting in ahome biasthat can give insights concerning the ob-
served fall of trade volumes at the border. The degree of homogeneity of goods can also
explain estimated border effects. Another possible explanation that has not been very much
tested yet is the importance of foreign direct investment. Distinguishing between alterna-
tive explanations of border effects is an important public policy issue in that cuts in actual
tariffs and other protective can be negotiated in the multilateral arena, whereas differences
in tastes, product differentiation and bilateral FDI patterns are less subject to such negotia-
tions.

Contrary to usual belief, tariffs still matter in shaping trade volumes, even between
Triad countries, despite their limited average magnitude. Our estimates of price elasticity
are relatively high, considering the level of industry detail. The NTBs also impacts trade
negatively and significantly, and yields a decrease in all the border effect coefficients. The
home bias seems to be more important in the industries characterized by a large share of
final demand. The degree of homogeneity of the good exchanged is also a significant part
of the explanation of the variance in border effect. Aggregate bilateral FDI stocks do not
contribute to the explanation of border effects in our sample, although detailed data at the
industry-level would be needed to confirm this result. The explanations related to actual
protection, home bias and substitutability of goods put together explain a large part of the
border effect between blocs of the triad. The part explained ranges from 33.6% for the Japan
→ EU combination to 46.2% for the Japan→ USA combination. Standard explanations to
border effects are therefore empirically important, although they do not explain the whole
of the border effect puzzle.

ABSTRACT

We attempt in this paper to identify the level of trade integration between the three largest
economic powers of the world, often called the Triad: The United States, the EU and Japan.
We focus on measuring possible asymmetries in market access between members of the
Triad using border effects between each of those partners. We investigate trends of bilateral
trade openness and show notably that there has recently been a deterioration of the relative
access of Japanese exporters on both the American and EU markets. Results also show
which industries have the most asymmetric market access among the different combina-
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tions of those partners. We finally try to explain the estimated border effects with proxies
for bilateral observed protection (tariffs and NTBs), home bias of consumers, product dif-
ferentiation and levels of FDI. Tariffs still matter in shaping trade patterns even in cases
where those tariffs are low in magnitude. The explanations related to actual protection,
home bias and substitutability of goods put together explain a large part of the border ef-
fect between blocs of the triad, although they do not explain the whole of the border effect
puzzle.

JEL classification: F12, F15
Keywords: Border effects, European Union, Gravity.
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EFFETS FRONTIÈRE DANS LA TRIADE

RÉSUMÉ

Le débat sur le vrai degré de protection en Europe comparé à celui de ses principaux parte-
naires commerciaux n’a pas été tranché dans la littérature empirique récente. Étant données
les difficultés persistantes dans la mesure directe de la protection, une évaluation indirecte
des politiques commerciales peut être préférable. Deux voies de recherche alternatives per-
mettent cette mesure indirecte des entraves au commerce: les différences internationales
de prix et les déviations des flux d’échanges par rapport à une norme. La deuxième voie
utilise différentes versions de l’équation de gravité comme volume de référence de ce que
les flux échangés devraient être. Ce type de travail a été récemment renouvelé dans deux di-
rections liées: d’un côté les fondements théoriques sont maintenant bien établis, de l’autre,
la littérature sur les effets frontière est apparue. Cette méthodologie renverse la logique tra-
ditionnelle de la mesure de l’intégration des marchés internationaux en comparant les flux
bilatéraux aux flux prenant place à l’intérieur des frontières nationales et non pas à ceux
ayant lieu entre un groupe de pays pris comme une référence.

Nous utilisons les flux commerciaux à l’intérieur et entre pays de la Triade (l’Union
Européenne, le Japon et les États-Unis) pour évaluer l’effet global des frontières na-
tionales sur leurs échanges et, plus important, pour rechercher des possibles asymétries
dans cette mesure (inverse) d’intégration. Nous évaluons ainsi de façon détaillée le niveau
d’intégration des marchés internationaux et son évolution. Cette question de la symétrie
de l’accès aux marchés a fait l’objet de beaucoup d’intérêt, notamment parmi les décideurs
politiques. Une nouvelle base de données de commerce et production permet une analyse
rigoureuse de ces questions pour la période 1978-1999 et pour 26 industries.

Nos résultats montrent que le processus d’intégration européenne, révélée par une
diminution des effets frontière, ne cesse de progresser: à la fin des années soixante-dix,
traverser une frontière à l’intérieur de l’UE réduisait le commerce d’un facteur 19.7 alors
que, à la fin des années quatrevingt-dix, ce facteur n’était plus que de 13.2. Parmi les
autres combinaisons de pays de la Triade, seules les exportations américaines vers le Japon,
à certaines périodes, ont un accès comparable à celui des flux intra-UE. Concernant la
réciprocité dans l’accès aux marchés, l’accès au marché américain par les producteurs eu-
ropéens est toujours plus difficile que celui des exportations américaines vers l’UE, même
si cette différence décroît dans le temps et disparaît en fin de période. Depuis 1985, l’accès
des produits japonais au marché européen reste assez constant alors que les exportations
européennes vers le Japon deviennent beaucoup plus faciles. L’accès réciproque entre les
États-Unis et le Japon est clairement asymétrique avec un meilleur accès pour les expor-
tations américaines vers le Japon. Ce résultat, qui peut sembler surprenant lorsqu’il est
confronté aux positions officielles et aux disputes commerciales entre ces deux pays, n’est
pourtant pas isolé dans la littérature. Les résultats par industrie montrent que les industries
des meubles, du plastique, de l’agro-alimentaire et du bois affichent les plus forts effets
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frontière dans toutes les combinaisons de pays. Inversement, la chimie, les instruments de
précision et l’équipement de transport, par exemple, sont des industries affichant toujours
des effets frontière faibles.

Le deuxième objectif de ce travail est d’explorer les possibles explications des effets
frontière estimés. La première explication évidente concerne la protection formelle, que ce
soient les tariffs ou des barrières plus cachées. Les frontières nationales peuvent aussi coïn-
cider avec d’importantes différences dans les goûts des consommateurs, induisant un biais
domestique dans leur choix pouvant expliquer une partie de la chute des volumes échangés
à la frontière. Le degré de différenciation des produits peut également expliquer les effets
frontière estimés, tout comme l’importance de l’IDE. Les implications en termes de poli-
tique commerciale dépendront de l’importance des différents types d’explication: tandis
que les tariffs et les BNT peuvent être négociés, les différences de goûts, de différenciation
des produits ou de poids de l’IDE sont moins susceptibles de l’être.

Contrairement à ce que l’on a tendance à croire, les barrières tarifaires comptent en-
core dans la détermination des flux commerciaux, même entre pays très peu protégés en
moyenne comme ceux de la Triade. Les élasticités-prix que nous obtenons sont relative-
ment fortes vu notre niveau de désagrégation sectorielle. Les BNT réduisent aussi signi-
ficativement les échanges et leur prise en compte réduit également tous les effets frontière
estimés. Le biais domestique semble être plus important dans les industries à forte demande
finale. Le degré d’homogénéité des produits échangés constitue également une part signi-
ficative de l’explication des effets frontière. Le stock total bilatéral d’IDE ne peut pas être
interprété comme une explication des effets frontière dans notre échantillon, même si des
données détaillées par industrie seraient nécessaires pour confirmer ce résultat. Les vari-
ables liées à la protection, au biais domestique et à la substituabilité des produits expliquent,
ensemble, une bonne partie des effets frontière entre blocs de la Triade. Le pourcentage ex-
pliqué va de 33,6%, pour les exportations japonaises vers l’Europe, jusqu’à 46,2%, pour les
exportations japonaises vers les États-Unis. Les explications standard des effets frontière
sont donc empiriquement pertinentes, même si elles n’expliquent pas la totalité du puzzle.

RÉSUMÉ COURT

Ce travail cherche à identifier le niveau d’intégration commerciale entre les pays de la Tri-
ade: l’UE, le Japon et les États-Unis. Nous nous concentrons sur la mesure des possibles
asymétries dans l’accès aux marchés entre membres de la Triade en utilisant la méthodolo-
gie des effets frontière entre 1978 et 1999. L’évolution du degré d’ouverture bilatéral
montre notamment une détérioration dans l’accès relatif des exportations japonaises sur les
marchés européens et américain. Les résultats montrent également quelles industries sont
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les plus confrontées à des asymétries entre les différentes combinaisons de pays. Différentes
explications possibles des effets frontière estimés sont ensuite testées : la protection (tarifs
et BNTs), le biais domestique des consommateurs, le degré de différenciation des produits
et les niveaux d’IDE bilatéraux. Les tariffs comptent dans la détermination des flux de com-
merce, même lorsqu’ils sont très bas en moyenne. Les explications liées à la protection, au
biais domestique et à la substituabilité entre produits, considérées ensemble, expliquent une
bonne partie de l’effet frontière entre pays de la Triade, même si elles n’expliquent pas la
totalité du puzzle.

ClassificationJEL : F12, F15
Mots Clefs : Effets frontière, Union Européenne, Gravité.
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TRADE IN THE TRIAD : H OW EASY IS THE ACCESS
TO L ARGE M ARKETS ?

Lionel Fontagné1

Thierry MAYER2

Soledad Zignago3

1 Introduction

The debate over the measurement of the true level of the protection of Europe, compared
with the one of its main trading partners has recently been fueled by diverging empiri-
cal evidence. According to Messerlin (2001), Europe has a high level of protection which
translates into a sizeable efficiency cost, estimated to represent one year of Spanish GDP.
In contrast, recent work conducted by Bouët et al. (2001) presents a very different picture.
Relying on applied tariffs and having properly calculated tariff equivalents of tariff quotas
and specific tariffs, added anti-dumping duties and taken into account the intricate EU pre-
ference schemes, they do not find Europe to be more protectionist than the United States.
The reason for this is quite simple: The EU has developed a myriad of preferential schemes
with a vast number of partners in the world (mostly developing countries), and enforces
MFN tariffs only towards a limited number of trade partners, among which Japan and the
United States are primarily concerned.
However, this evidence associated with a direct measure of protection remains questionable.
First, average tariffs figures mask a reality plagued with numerous tariff peaks (Hoekman
et al., 2002). The associated dispersion in tariffs has led to the diagnosis of “unfinished
business” concerning market access reached by the WTO in a recent report (WTO, 2002).
Second, tariffs applied to different exporters by a given importer can vary widely: This
is another dimension of the dispersion in tariffs. Being less protectionist on average can
coincide with a highly distortive trade policy, in which exports of non-preferred efficient
trade partners can be deterred. Lastly, even limited tariffs can be protective if the price
elasticity of imports is sufficiently large.
Considering this background of large and persistent difficulties in thedirect measurement
of protection, anindirect assessment of protection policies can be contemplated. As detai-
led in the recent survey on trade costs proposed by Anderson and van Wincooop (2004),

1. CEPII (fontagne@cepii.fr)
2. University of Paris XI, also affiliated at CEPII, CERAS, and CEPR (tmayer@univ-paris1.fr).
3. CEPII and TEAM (zignago@cepii.fr).
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international price differentials/distortions and deviations from expected trade patterns are
two alternative research strategies to measure those trade costs.
Among the recent studies using the first strategy, Bradford (2003) relies on a detailed com-
parison of prices within the OECD (associated with Purchasing Power Parity calculations
by the OECD) in order to derive price differentials between domestic and world markets.
He concludes that protection levels revealed by this method are very large and dispropor-
tionately larger than those suggested by the simple measurement of tariffs.
The second strategy based on deviations from expected trade patterns uses different versions
of the gravity equation as the benchmark of what trade volumes “should be”. There is a
large and old empirical literature on this topic, which has been focused in particular on
assessing the impact of regional integration on trade flows (Frankel, 1997 is an example of
such a study with very large coverage of regional agreements). This type of work has been
recently renewed in two related respects: First through a narrowing of the gap between
the empirical investigations and its theoretical foundations (see notably Feenstra, 2003, for
one of the most complete overview of the theoretical foundations of the gravity equation).
Second, through the emergence of the border effect literature. This methodology inverses
the logic in the measurement of international commodity markets’ integration. Suppose
that two countries are suspected of being highly integrated, how can one assess the level of
this integration? The border effect literature initiated by Mc Callum (1995) and Wei (1996)
does so by comparing their bilateral trade with the volume of trade taking place within their
own borders and not with trade flows occurring between other pairs of countries chosen
as a reference group, as was done traditionally in gravity equation approaches. The results
have consistently shown strikingly low levels of international integration. Even the latest
work by Anderson and van Wincoop (2003), focused at correcting an upward bias in the
original McCallum estimate, show that the USA-Canada border makes 1993 trade between
Canadian provinces 10 times larger than trade with US states, everything else equal. Chen
(2004) finds that this figure of impeding factor of national borders inside the European
Union in 1996 was still around 6, a very high figure for a supposedly perfectly integrated
market since 1993.
Our paper’s most significant addition to the literature is the provision of estimates of reci-
procity in market access for multiple bilateral combinations of trade partners that constitute
a very significant part of world trade.4 We thus assess in more detail the current level of in-
tegration of international markets and its evolution. We use trade flows between and within
countries of the Triad (the United States, Japan and the European Union) to evaluate the
overall effect of national borders for those partners, and most importantly, whether we can
observe some significant asymmetries in this (inverse) measure of integration. This question

4. A calculation using United Nations’ COMTRADE database shows that our sample (all trade
flows combinations between the EU12 countries, the United States and Japan) represented 42% of
world trade in manufactured goods in 2001.
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of symmetry in market access has been the subject of numerous concerns, specially among
policy makers, with probably the most famous case being the recurrent claims by US offi-
cials in the end of the 1980’s of high protection restricting access of American exporters to
the Japanese market for several industries. A newly available dataset of compatible bilateral
trade and production enables a rigorous analysis of those and related claims over the period
1976-1999 and for 26 industries.

A second point of this paper is to sort out between the possible explanations of border ef-
fects estimated across country pairs and industries. Several causes of the border effects have
been designated in the literature. The first obvious one relates to actual protection, should it
be through tariffs or more subtle border-related trade hindrances. National borders can also
coincide with delimitations of important differences in tastes among consumers, resulting
in a home biasthat can give insights concerning the observed fall of trade volumes at the
border. Another possible explanation that has not been very much tested yet is the impor-
tance of foreign direct investment. European countries usually import very little volumes
of American cars (even those cars that have the size and fuel consumption characteristics
that actually make them suitable for European streets and fuel prices). Those “missing im-
ports” can alternatively result from actual protection by EU countries or from a home bias
of EU consumers. However, it is also quite likely that the important production of cars ta-
king place within Europe in plants owned by American firms limits the actual “need” for
important trade flows. It is also likely that this last explanation is not independent from the
two formers: The theoretical and empirical literature on FDI/export decision suggests that
American firms may have decided to produce on the European soil because of a combina-
tion of high trade protection and the imperative adaptation of American cars to local tastes
and needs.

Distinguishing between alternative explanations of border effects is an important public
policy issue in that actual tariffs and other protective devices’ cuts can be negotiated in the
multilateral arena, whereas differences in tastes and bilateral FDI patterns are less subject
to such negotiations.

The related literature consists of papers trying to give rigorous measures of symmetry in
bilateral openness on the one hand and of papers measuring the impact of protection and
most notably tariffs on trade patterns. Both sets of papers are growing but still rather small.
Concerning symmetry, Harrigan (1996) estimates bilateral difficulties in market access and
finds some asymmetry for the countries we analyse here: Overall, the EU seems more closed
to Japan and US imports than the reverse. Harrigan and Vanjani (2003) focus on Japanese
trade flows and give insightful results about the long term patterns for this country often
considered as an outlier in international trade. Using a framework, a dataset and a speci-
fication very comparable to ours, their results notably point out that the United States are
structurally more closed to Japanese exports than the reverse (specially since the beginning
of the 1990’s). They do not however provide much empirical explanations for this finding.
Head and Mayer (2002) investigate a potential “fortress Europe” effect during the European
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trade integration process. Using the border effects methodology, they measure the extent of
additional difficulty in European markets access faced by Japanese and American produ-
cers. The authors find little evidence of a fortress Europe effect with respect to American
exporters, but more suspicion seems warranted for imports of some specific Japanese goods.
Here again, there is no second step that would try to explain the variance in border effects
across country pairs and industries with protection-related variables.
Concerning papers that estimate the impact of observed measures of protection on trade
patterns, Harrigan (1993) is an early example who finds that tariffs still matter: Tariffs are
found to have a large import-reducing effect (much larger than non tariff barriers) for OECD
countries in 1983. More recently, Lee and Swagel (1997) use a simultaneous equation ap-
proach to study the reciprocal interaction between trade flows and trade barriers. They find
mixed results for the impact of both tariffs and NTBs on trade flows but use total industry-
level imports rather than bilateral flows. Hummels (1999), Head and Ries (2001), Lai and
Trefler (2002) and Romalis (2004) are examples of recent papers that use information on
bilateral tariff rates at a detailed industry level to estimate price elasticities. The revealed
effects of tariff protection on trade are large, with an implied elasticity of substitution in
the underlying CES demand structure at 5.3 for Lai and Trefler (2002), 5.6 for Hummels
(1999), 7.9 for Head and Ries (2001) and between 8 and 10 for Romalis (2004). Those
results point to the empirical relevance of a simple solution to the border effect puzzle sug-
gested by Obstfeld and Rogoff (2000): Even low levels of protection at the border can have
large trade dampening effects if price elasticities are sufficiently large. We investigate this
claim further here by using tariff data as an explanatory variable for the border effect in our
sample of countries.
The rest of the paper is structured as follows: Theoretical underpinnings and related me-
thodological issues are detailed in Section 2. Section 3 gives results of our estimations,
with Section 3.1 presenting the results pooled over all industries. Detailed results at the in-
dustry level are examined in Section 3.2. Finally, the respective impact of tariffs and other
obstacles to trade are disentangled in Section 4.

2 Measuring international market openness with bor-
der effects.

2.1 The model and estimable equation

Our empirical work consists of bilateral trade volumes estimations with a gravity-like spe-
cification derived (originally by Wei, 1996, and thereafter followed by many others) from
the now standard monopolistic competition trade model of Krugman (1980). It has been
demonstrated recently by Anderson and van Wincoop (2003) that a proper derivation of
the gravity equation from theory is crucially important for the validity of empirical results,

13



CEPII, Working Paper No 2004-04.

specially in the case of border effects estimation. Monopolistic competition is not the only
available model that can be used to derive the gravity equation (see Evenett and Keller,
2003 for a global overview of conditions giving rise to the gravity equation), but it seems
the more natural in our case that focuses on trade between some of the most industrialized
countries in the world. This model combines CES utility with iceberg trade costs and non
strategic price setting behavior by firms. It is straightforward to show that this model yields
the following compact characterization of trade patterns between countryi and countryj
for a given industry (Head and Mayer, 2002):

mij

mii
=

(
aij

aii

)σ−1 (
pj

pi

)−σ (
τij
τii

)1−σ (
vj

vi

)
, (1)

wheremij denotes imports ofi from j andaij representi’s consumers’ preferences with
respect to varieties produced inj. During trade, the mill price in countryj, pj , is shifted
up by a transaction costτij , giving delivered pricepij = τijpj . Finally, vi is the value of
production of the considered industry ini.

Functional forms for delivered prices (pij) and preferences (aij) have to be specified in
order to obtain an estimable equation.

– Trade costs are a function of distance (dij , which proxies for transport costs) and the
level of protection ofi, which can consist of an ad valorem tarifftij and the ad va-
lorem equivalent of non-tariff barriers ntbij (intended to incorporate all protectionist
measures that are not the direct ad valorem tariffs we observe in the empirics).

pij = τijpj ≡ dδ
ij(1 + tij)(1 + ntbij)pj .

We assume a structure for non tariff barriers which vary across all partners’ (EU
countries, Japan and the United States) pair and depend on thedirectionof the flow
for a given pair. Restricting the sample to EU countries and the United States for
clarity of exposition:(1 + ntbij) ≡ exp[ηEUij + ϕEU-USAij + ψUSA-EUij ]. In
this specification, EUij is a dummy variable set equal to 1 wheni(6= j) andj belongs
to EU. EU-USAij is a dummy variable set equal to 1 wheni(6= j) belongs to the EU
andj is the United States. USA-EUij is a dummy variable set equal to 1 whenj(6= i)
belongs to the EU andi is the United States.5

– Preferences have a random componenteij , and a systematic component for goods
produced in the home country,β. Sharing a common language is assumed to mitigate

5. For the sake of simplicity, we present the model with only one combination (the EU-USA
pair), the empirics will consider all combinations (EU-EU, EU-USA, EU-Japan and USA-Japan
pairs).
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thishome bias.

aij ≡ exp[eij − (β − λLij)(EUij + EU-USAij + USA-EUij)].

Lij is set equal to one when two different countries share the same language. When
Lij switches from 0 to 1, home bias changes fromβ to β − λ.

We obtain an estimable equation from the monopolistic Krugman (1980) competition equa-
tion with home bias:

ln
(
mij

mii

)
= ln

(
vj

vi

)
− (σ − 1)δ ln

(
dij

dii

)
+ (σ − 1)λLij − σ ln

(
pj

pi

)
−(σ − 1) ln(1 + tij)− (σ − 1)[β + η]EUij

−(σ − 1)[β + ϕ]EU-USAij − (σ − 1)[β + ψ]USA-EUij

+εij , (2)

with εij = (σ − 1)(eij − eii).
Each of the dummy variables’ (exponentiated) coefficients gives the border effect of the
corresponding combination. For instanceexp((σ − 1)[β + η]) is the multiplying factor
of intra-national trade with respect to international trade among the group of EU member
countries. It includesboththe average level of protection of the importing country (only the
NTB-related oneη when bilateral tariffs are observed and controlled for as in equation 2)
and the home bias of consumers (β). The coefficient on EU-USAij indicates the difficulty
for American exporters in their access to EU markets (also including both a preference and
a NTB component). Symmetrically, USA-EUij indicates the difficulty faced by the average
European exporter when selling its product to American consumers. The level of each of
those two latter coefficients reveals the market access problems for each specified trade flow.
Comparing the coefficients permits identification of possible asymmetries in market access.
Whether this indirect evidence confirms the claims and grievances of officials or public
opinion on market access reciprocity can be assessed at the global level or alternatively at
the industry level.
Most papers estimating border effects recognize the fact that the overall effect of national
borders can be the result of a combination of home biased preferences and / or trade po-
licy, but very few actually try to empirically assess which part of the explanation is more
dominant. In particular, no paper (to date) incorporates the level of bilateral tariffs in the
equation. It is clear from equation (2), that omitting theln(1 + tij) term will result in the
“missing trade” (caused in reality by tariffs) to be attributed to the impact of crossing natio-
nal borders (the ones where there are tariffs implemented) and therefore result in an increase
in the coefficients on EU-USAij and USA-EUij in our case.
We are interested here in giving a first assessment of the different explanations to the border
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effects. Our approach is to start with “usual” border effects equation estimation of equa-
tion (2)without including tariffs in section 3.1. Industry level results will also be presented
without including tariffs in section 3.2 in order to highlight the goods and partners’ com-
binations for which market access is particularly difficult. We then include in a second
step the tariff variable within a broader set of explanatory variables incorporating proxies
for NTBs and home-biased preferences in order to see how border effects coefficients are
affected. This provides us with an measure of the weight of each class of determinant in
usually estimated border effects. This is done in section 4.

2.2 Data requirements

We estimate equation (2) in order to capture border effects characterizing each of the pos-
sible bilateral combinations of trade partners: intra-EU trade, US to EU flows and recipro-
cal, Japan to EU flows and reciprocal, US to Japan flows and reciprocal.
The needed data involves primarily bilateral trade and production figures in a compatible in-
dustry classification. Those come from the Trade and Production 1976-1999 database made
available by Alessandro Nicita and Marcelo Olarreaga at the World Bank, which compiles
this data for 67 developing and developed countries at the ISIC rev2 3-digit industry level
over the period 1976-1999. The original data comes principally from United Nations sta-
tistical sources, COMTRADE database for trade and UNIDO industrial statistics for pro-
duction. The World Bank files have a lot of missing values for production figures in recent
years. We have largely extended the database on this aspect using more recent versions of
the UNIDO CD-ROM together with OECD STAN data for OECD member countries, after
using a conversion table from ISIC rev3 to ISIC rev2. We also completed the trade data,
using the harmonized database of international trade from CEPII (BACI6). We end up with
rather complete data in our sample consisting of 8 EU members (the countries that were
members throughout the whole period of the sample: Germany, France, Great Britain, Italy,
Belgium-Luxembourg, The Netherlands, Ireland and Denmark), the United States and Ja-
pan for 26 industries. Relative prices are captured though a price level of GDP expressed
relative to the United States. The data comes from the Penn World Tables v.6.1.
As can be seen in equation (2), we need measures of distances betweenand withincoun-
tries for the countries in the sample. Two potential problems arise: What could be a proper
definition of internal distances of countries and is it possible to make internal distances
construction consistent with international distances calculations? The second question is in
fact crucial for obtaining a correct estimate of the border effect. Take the example of trade
between the United Kingdom and Italy. The GDPs of the two countries being quite compa-
rable, this will not affect much the ratio of own to international trade. The first reason why
UK and Italy might trade more with themselves than with each other is that the average dis-

6. http://www.cepii.fr/anglaisgraph/bdd/baci/baci.pdf
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tance (and therefore transport costs) between a domestic producer and a domestic consumer
is much lower than between a foreign producer and a domestic consumer. Suppose now that
for some reason, one mis-measures the relative distances and thinks distance from Italy to
Italy is the same as distance from UK to Italy. Then the observed surplus of internal trade in
Italy with respect to the UK-Italy flow cannot be explained by differences in distances and
has to be captured by the only remaining impediment to trade in the equation, the border
effect. Any overestimate of the internal / external distance ratio will yield to a mechanic
upward bias in the border effect estimate.
We developed a new database of internal and external distances7, which uses city-level data
in the calculation of the distance matrix to assess the geographic distribution of population
inside each nation. The basic idea is to calculate distance between two countries based on
bilateral distances between cities weighted by the share of the city in the overall country’s
population. This procedure can be used in a totally consistent way for both internal and
international distances, which solves the problems highlighted above. The database also
contains the contiguity and common language variables used here, which have been taken
from Jon Haveman original data8, and extended to cover more countries and deal with
countries that have multiple official languages.

3 Results

3.1 Overall levels of market access and asymmetries

Table 1 gives results for different subperiods of regressions pooled over all industries. For
ease of comparison between the different border effect coefficients, we drop the constant of
those regressions and incorporate a dummy variable for each of the possible combinations
of partner countries. The coefficient on those dummy variables enables the direct calculation
of the border effect on the corresponding combination. When dropping one dummy and
keeping the constant, The overall fit of those regressions is around .6, in line and even
a little higher than usual in pooled industry-level gravity equations.9 The coefficient on
relative production stays very stable around .8, that is quite near the unitary value predicted
by theory. The coefficient on distance is also very comparable with usual findings in gravity
equations, with coefficients ranging from -0.5 to -0.68 and no apparent sign of decrease
over time. Taking the estimate of the last period, it can be seen that speaking the same
language more than doubles trade volumes, everything else constant. Contiguity does not

7. Available at http://www.cepii.fr/anglaisgraph/bdd/distances.htm
8. http://www.macalester.edu/research/economics/PAGE/HAVEMAN/Trade.Resources/TradeData.html#Gravity

9. As can be seen from the error term in equation 2, the errors have a correlated structure in
our specification. We therefore use the Huber-White sandwich estimator with clusters defined at the
importer-industry-year level to correct standard errors.
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TAB . 1 –Border effects between EU9 countries, Japan and the USA.

Dependent Variable: Ln Imports Partner/Own
Model : (78-80) (81-83) (84-86) (87-89) (90-92) (93-95) (96-99)
Ln. Rel Production 0.81a 0.82a 0.80a 0.79a 0.82a 0.78a 0.73a

(0.06) (0.05) (0.05) (0.06) (0.08) (0.05) (0.05)
Ln Rel. Prices -0.90a -1.66a -0.44 0.07 0.72 -0.48 -0.99

(0.34) (0.56) (0.60) (0.64) (1.07) (0.37) (0.61)
Ln Rel. Distance -0.68b -0.62b -0.50b -0.53b -0.67b -0.66a -0.63a

(0.31) (0.26) (0.24) (0.21) (0.26) (0.17) (0.16)
Contiguity 0.26 0.24 0.36 0.30 0.31 0.22 0.37

(0.23) (0.25) (0.25) (0.22) (0.26) (0.17) (0.23)
Common Language 0.73a 0.73a 0.65a 0.65a 0.55a 0.61a 0.88a

(0.25) (0.23) (0.24) (0.17) (0.18) (0.15) (0.18)
EU9→ EU9 -2.98a -2.87a -3.03a -2.89a -2.57a -2.60a -2.58a

(0.41) (0.35) (0.36) (0.35) (0.42) (0.26) (0.32)
EU9→ USA -3.97a -4.16a -3.80a -3.86a -3.77a -3.56a -3.53a

(0.50) (0.40) (0.48) (0.37) (0.41) (0.28) (0.27)
USA→ EU9 -3.60a -3.43a -4.03a -3.75a -2.87a -3.09a -3.16a

(1.00) (0.88) (0.76) (0.68) (0.93) (0.60) (0.60)
EU9→ Japan -4.04a -4.22a -4.58a -4.07a -3.19a -3.50a -3.69a

(1.17) (0.98) (0.97) (0.92) (1.08) (0.72) (0.73)
Japan→ EU9 -3.96a -3.98a -4.47a -4.47a -3.87a -3.82a -3.83a

(1.27) (1.11) (0.95) (0.85) (1.08) (0.73) (0.68)
USA→ Japan -3.20a -2.92a -3.40a -2.94a -2.01b -2.48a -2.72a

(0.98) (0.86) (0.77) (0.76) (0.95) (0.63) (0.63)
Japan→ USA -3.31a -3.62a -3.34a -3.59a -3.73a -3.34a -3.30a

(0.53) (0.44) (0.42) (0.35) (0.47) (0.32) (0.24)
N 5072 4970 4772 4725 4633 4680 7969
R2 0.930 0.917 0.925 0.919 0.92 0.916 0.894
RMSE 1.431 1.539 1.437 1.465 1.423 1.471 1.637

Note: Standard errors in parentheses:a, b andc represent respectively statistical signi-
ficance at the 1%, 5% and 10% levels. The reported standard errors take into
account the correlation of the error terms for a given importer.
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FIG. 1 –Border effects over time between the EU and the USA
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FIG. 2 –Border effects over time between the EU and Japan
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FIG. 3 –Border effects over time between the USA and Japan
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seem to have a significant influence here although the coefficient is as usual consistently
positive. This might result from the improved distance measure used and described above,
which enriches the description of internal geography of countries in the construction of
bilateral distance and therefore might account for proximity in neighboring regions usually
taken into account through the contiguity variable. The coefficient on the price term is the
more disappointing, with a lot of volatility and too small implied values ofσ. This result
of low price elasticities when using directly proxies for prices is usual in the literature (see
Erkel-Rousse and Mirza, 2002, for instance).
The border effects for intra-EU trade reported in table 1 are regularly decreasing over
time10: The European Integration revealed by this decrease in border effects is an ongoing
and successful process11. Crossing a national border inside the EU reduces trade by a factor
of exp(2.98) = 19.7 in the late seventies, and by a factor ofexp(2.58) = 13.2 in the late
nineties, which is a substantial increase in the level of integration, and matches with orders
of magnitude of preceding work (Head and Mayer, 2000; Nitsch, 2000, and Chen, 2004, for
instance). Note that in the most recent period, two countries speaking a common language
have a border effect reduced to only 5.5.
The level of trade integration among EU countries seems unmatched in the other combina-
tions considered here over the whole period. Only American exports to Japan are occasio-
nally estimated to have a comparable ease of access then intra-EU trade. For instance, in the
latest period, the 13.2 figure for intra-EU flows compares with 34.1 for European exports
to the USA, and 23.6 for the reciprocal flow. With a factor of 46.1, Japanese exports to the
EU appear as the most impeded in our sample, while US exports to Japan have a border
effect of only 15.2. Note that, as explained above, the border effect estimate is extremely
sensitive to the measurement of distance among and within countries. The spectacular result
that Japan would seem almost as open the US exports than German consumers would be to
French goods, might be driven by a potential overestimate of the US - Japan distance with
respect to intra-EU distances. However, this issue touches equally the estimates over time
and the coefficients on Japan exports to the United States. The evolution and asymmetries
in border effects among non intra-EU pairs are therefore informative in this respect.
The rather smooth and regular evolution for intra-EU trade flows contrasts with the one
observed for US and Japanese access to the EU as appears in figures 1 and 2, obtained
through year-by-year estimations. There is a sharp increase of market access difficulties
for American exporters in the first half of the eighties; thereafter, the US producers benefit

10. When referring to border effects, we always mean the multiplicative effet of national borders
on trade with self compared to trade with an international partner. This corresponds to the exponen-
tial of minus the coefficients obtained on the dummy variables defined in section 2.1

11. Furthermore, due to the Single Market entering into action in 1993, the statistical procedure
for collection of trade flows changed (a threshold for declaration being introduced in international
trade flows) and reduced observed trade flows whereas the production value calculations were kept
unchanged. This results in an overestimate of the border effect starting in 1993.
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from a decrease in obstacles. Japanese exporters have suffered from a constantly high level
of border effect from 1978 to 1999, with a small improvement in EU market access in the
mid-eighties reversed in from the mid-nineties onwards.
Turning to the (reciprocal) European access to the US and Japanese markets, it appears from
our results that, although the ease of access to the US market for EU producers is constantly
lower than the reverse, the gap is narrowing over time, to become very small recently. In
relative terms, the asymmetry of EU market access evolution with third countries is even
more apparent with Japan: During the 1985-1990 period, the border effect stays constant
for EU markets, but falls markedly for the EU exporters to the Japanese market. In the end
of the period, the divergence is even clearer.
Lastly, reciprocal market access between the United States and Japan can be assessed. The
picture arising from figure 3, is clearly asymmetric with a much better revealed access of
US exporters to the Japanese consumers than the reverse, everything else equal (holding
constant in particular the respective size of the two economies through the relative produc-
tion variable dictated by theory). This result, although surprising when confronted with the
official positions and disputes concerning market access issues, is not isolated. Harrigan
and Vanjani (2003) show in a similar framework that the American market is more closed
to Japanese exports than the reverse and increasingly so since the beginning of the nineties.
A striking feature of figures 1, 2 and 3, is the apparent negative correlation between res-
pective bilateral border effects. Furthermore, those bilateral border effects seem influenced
by nominal exchange rates movements. Indeed we should expect the increase of the US
dollar in the mid eighties for instance to have generated substitution away from American
goods and in favor of alternative sources, most notably domestic goods, thus creating a rise
in trade with self over imports from the USA ratio and therefore a rise in the border effect if
the exchange rate movement is not in the equation. The exchange rate movement is in fact
present in our equation through the relative price term (this variable exhibits for instance
correlations with the log of nominal exchange rate of 0.93 and 0.96 for the Germany-USA
/ France-Japan pairs respectively). Note however that the coefficient on the price variable
is very small for some periods, denoting a low price elasticity of trade flows, which means
that imports do not seem to react significantly to overall price changes partly caused by
nominal exchange rate variation. This might be the result of incomplete pass-through of
exchange rate variations by firms, and therefore an overestimate of price volatility in our
data not matched by high trade volume response. Obstfeld (2002) states that the standard
empirical result is that pass-through rate is around 50% over a one year horizon.

3.2 Results at the industry level

We now proceed to estimations at the industry level, in order to evaluate the degree of
symmetry of revealed trade obstacles in bilateral relationships between the EU, the USA
and Japan for specific products. We begin with three figures (4, 5, and 6) representing
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FIG. 4 – Industry-level market access between the EU and the USA – Border coef-
ficients
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FIG. 5 – Industry-level market access between the EU and Japan – Border coeffi-
cients

Food

Beverages

TobaccoTextiles

Apparel

Leather

Footwear

Wood

Furniture

Paper
Printing

Ind. Chem.

Oth Chem.

Petroleum

Rubber

Plastic

Pottery

Glass

Non−metal

Iron/steel

Nf metals

Metal prod

Machines

Mach elec

Transport
Prof/Sci

0
3

6
9

E
U

9 
−

−
>

 J
P

N

0 3 6 9
JPN −−> EU9

23



CEPII, Working Paper No 2004-04.

FIG. 6 – Industry-level market access between the USA and Japan – Border coeffi-
cients
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FIG. 7 –Evolution of industry-level market access between the EU and the USA –
Border coefficients
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FIG. 8 – Evolution of industry-level market access between the EU and Japan –
Border coefficients
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FIG. 9 – Evolution of industry-level market access between the USA and Japan –
Border coefficients
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bilateral symmetry in market access in the three different combinations pooled over the
years 1980-1999. For instance, in figure 4, the horizontal axis has (the log of) the border
effect faced by American exporters on European markets and the vertical axis has (the log
of) the border effect faced by European exporters on the American market. In this figure,
industries located beneath the 45 degree line are those for which the access to European
markets is more difficult than the access to the American market. Results are as follows:
First, there is positive correlation between the reciprocal market access of different indus-
tries in each country pair combination. The most apparent correlation being between the
EU and Japan. This can be interpreted in terms of endogenous protection (similar countries
–like the ones here– protect their “sensitive” industries in the same way and industries tend
to have the same pattern of sensitivity in all those countries). An additional explanation is in
terms of industry characteristics (domestic preferences are more diversified in sectors such
as food, leading to a larger border effect in all samples for this industry).
Turning to specific industries, we can note that Furniture, Plastic, Food and Wood indus-
tries are systematic outliers, characterized by very large border effects in all combinations.
Here different tastes, transportation issues12 and other factors related to distribution net-
works might explain this result. Conversely, Industrial chemicals, instruments and transport
equipment for instance do face limited border effects in all bilateral relationships. Those
three figures do not support a “strong asymmetry” view such that either the EU, the USA or
Japan would impose higher restrictions in market access to the two other partners over all
goods: The industries seem to be distributed on both sides of the 45 degree line in all three
figures.

Figures 7, 8, and 9 give additional information on the evolution of market access difficul-
ties over time. We graph thedifference in border effect coefficientsfor each industry in
each country pair for two periods (diamonds for 1980-1989 and triangles for 1990-1999).
Overall, we identify in figure 7 Furniture, Iron and steel , Wearing apparel, Footwear and
Beverages among others to be industries more “protected” in the EU (vis-à-vis US produ-
cers) than in the USA (vis-à-vis European producers) during the first period. The asymmetry
is however shrinking over time for those industries. Reciprocally, Tobacco, Wood products,
Food, Printing and publishing, and Paper and products markets were far more protected
in the USA. Overall, the evolution of reciprocal integration is unclear, with American mar-
kets perhaps becoming slightly asymmetrically more open to European exporters over time,
which confirms the finding of figure 1. As far as the bilateral relationship between EU and
Japan is concerned, and considering the period 1990-99, our results identify a large num-
ber of industries where access to EU markets by Japanese exporters is substantially more

12. Those results come from industry-level regressions and therefore industry specific coefficients
on distance for instance should at least partially capture cross-industry differences in “transportabi-
lity” of the good.
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difficult than the reverse. This is in sharp contrast with the preceding period, where most
industries lie to the left of the vertical line of 0 difference in coefficients. This global evolu-
tion also mirrors the one of figure 2. Beverages, Footwear, Tobacco, Wood products, Food,
Printing, Leather goods and Wearing apparel are among those sectors where the access to
European markets for Japanese goods has asymmetrically deteriorated. Reciprocally, Elec-
trical and non electrical Machinery, Instruments, Rubber products and Transport equipment
are more closed markets in Japan.
The next step is to try and provide explanations for this variance in border effects which
reveal difficulties in reaching consumers in a certain country from another country. This is
what we do in the next section.

4 Explaining Border Effects within the Triad

4.1 Possible explanations

This section aims at disentangling the different components of hindrances to market access.
Returning to our modeling framework, the coefficient (multiplied by -1, for ease of inter-
pretation) estimated on the dummy variable JP-USAij for instance, in the preceding section
has a theoretical counterpart of:13

(σs − 1)[ln(1 + tsij) + ln(1 + ntbs
ij) + βs], (3)

wherei =Japan andj =USA. We now use the industry-subscripts that was omitted before
for clarity, but becomes now crucial as a lot of the variance in border effects will be related
to variance of protection measures or home bias across industries. We want to introduce
in the estimated equation proxies for the different terms in 3 and measure the resulting
fall in the estimated border effect.14 We therefore need industry-level variables for tariffs
(tsij), NTBs (ntbsij) and home biased preferences (βs). Note also from 3 that the border
effect is positively influenced by the elasticity of substitution of the industry (σs). The more
homogenous the product (highσs), the more consumers are sensitive to price differentials,

13. In the estimations of the above section 3, no measure of tariffs or other protection measures
have been explicitly included in the model.

14. An alternative procedure would use two steps, first estimating border effects coefficients and
then regressing them on the possible explanatory variables. However, this involves the undesirable
feature of using an econometric estimate as the dependent variable in the second stage. In addition,
exploiting the full dimension of the problem would require estimating 7 different border effects
for each industry and year, which results in certain regressions having very few observations, and
therefore an increased volatility in estimated border effects.
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which will yield a magnified trade volume response to a same level of trade costs (should
it be protection or preference-based). We use the proxies for those four determinants as
explanatory variables for the relative bilateral imports.

Tariffs can be measured at the bilateral level and for each product of the HS6 nomenclature
in the TRAINS database from UNCTAD. We base our investigation on this rather crude
measurement15 of tariffs, namely considering weighted averages of MFN tariffs among
the three partners. This should however be a reliable procedure for the countries under
consideration, since they do not have any bilateral preference scheme. Those tariffs are
aggregated from Jon Haveman’s treatment of TRAINS data (UTBC Database16) in order
to match our ISIC rev2 industry classification using the world imports as weights for HS6
products, an extract of the data for 1999 is shown in Table 2. Even in manufactured goods,
tariffs between industrialized countries are not negligible and vary quite substantially across
industries and countries combinations.
There are other obstacles to trade than tariffs imposed by national states at the border in
order to protect national industries and that will be captured by the border effects in the
above regressions. Those NTBs, for which tariff equivalent are difficult to compute, take
a myriad of different forms, from traditional border formalities and administrative harass-
ment to more sophisticated sanitary and phyto-sanitary measures (Fontagné et al. 2001). As
we use the same data (UTBC database mentioned above), we follow here Haveman et al.
(2003) and divide NTBs into four categories: (1) Those that have direct price effects such as
minimum import pricing, trigger prices, and variable levies, (2) those that involve quantity
restrictions such as quotas, seasonal prohibitions, and orderly marketing arrangements, (3)
those that involve quality restrictions such as health, safety or technical standards, and (4)
those that involve a threat of retaliation such antidumping and countervailing duty inves-
tigations. For a given HS6 category, each NTB variable is set equal to 1 if at least one of
the underlying tariff lines in that category is subject to an NTB, and 0 otherwise. As for
tariffs data, this information on NTBs is then aggregated to match with the 3-digit ISIC
rev2 classification by calculating a frequency index.

Within the EU, tariffs are 0 on all products since 1968. The removal of non tariff barriers
was the goal of the Single European Act, which targeted a vast number of observable re-
maining NTBs between EU members between 1987 and 1993. Our regressions will start
in 1993 due to protection data availability, that is after completion of the single market
where all government-controlled trade impediments should have been removed inside the
EU. The remaining border effect for intra-EU flows are therefore expected to mainly reflect

15. As compared for instance with datasets taking into account the complex system of bilateral
preferences across countries in the world at a detailed product level (Bouët et al., 2002). This type
of data however lacks any consistent time coverage which is important here.

16. http://www.eiit.org/Protection/extracts.html
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TAB . 2 –Bilateral tariffs in 1999 between Triad countries.

Industry US→EU EU→US JP→EU EU→JP US→JP JP→US
Apparel 11.8 12.6 11.8 13.2 13.2 12.6
Beverages 9.9 4.7 9.9 19 19 4.7
Food 10.2 4.7 10.2 14 14 4.7
Footwear 10.6 13.3 10.6 36 36 13.3
Furniture 1.6 2.9 1.6 4.8 4.8 2.9
Glass 5.2 5.9 5.2 2.1 2.1 5.9
Ind. Chem. 4.9 4.4 4.9 3.9 3.9 4.4
Iron/steel 2.6 2.5 2.6 3.2 3.2 2.5
Leather 4.4 7.2 4.4 21.4 21.4 7.2
Mach elec 2.6 1.7 2.6 0.2 0.2 1.7
Machines 1.1 0.8 1.1 0.1 0.1 0.8
Metal prod 2.4 2 2.4 1.3 1.3 2
Misc 2.6 2 2.6 2.7 2.7 2
Nf metals 2.5 1.7 2.5 1.6 1.6 1.7
Non-metal 2.2 3.2 2.2 2 2 3.2
Oth Chem. 2.1 1.6 2.1 2.1 2.1 1.6
Paper 2.9 0.7 2.9 1.9 1.9 0.7
Petroleum 2.5 5.2 2.5 3.3 3.3 5.2
Plastic 6.8 4.4 6.8 5 5 4.4
Pottery 6.8 6.2 6.8 2.3 2.3 6.2
Printing 1.5 0.4 1.5 0.2 0.2 0.4
Prof/Sci 1.7 1.5 1.7 0.2 0.2 1.5
Rubber 3 2.4 3 0.5 0.5 2.4
Textiles 9.5 10.8 9.5 9.2 9.2 10.8
Tobacco 51.7 261 51.7 12.9 12.9 261
Transport 6.5 3.1 6.5 0 0 3.1
Wood 1.8 1 1.8 3.9 3.9 1

Source: TRAINS converted to ISIC rev2 3-digit industries
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other causes than protection inside the EU. On the contrary, trade policy measures might
still have a sizeable impact for the case of Japan and US producers access to EU markets.
Symmetrically, European producers still face tariffs and other barriers when competing on
the US or Japanese markets. For the USA-Japan combination, both tariffs and NTBs are
likely to affect trade flows. Note that even if actual protectionist measures are not the only
explanation for the border effects differences we want to explain, some of the alternative
explanations work in a quite similar fashion. An important potential explanation can be
found in asymmetric preferences among consumers. For instance, EU consumers may have
a particular taste for American tobacco products, while the American consumers have on
the contrary a particular distaste for EU goods in this industry. This type of preference pat-
tern would therefore dampen, everything else equal, the level of trade from EU countries
to the United States and raise the reciprocal flow. This consequence isobservationalyequi-
valent to an asymmetric tariff on this good by the trading partners. Our approach here is
to contribute to the literature by assessing which part of the variance of the border effects
can be explained by simple differences in tariff rates and which part results from other
determinants and preferences in particular.
Home bias of consumers is the other important candidate explanation. We try to capture
the systematic preference for domestic goods by using the intuitive distinction between fi-
nal and intermediate goods in terms of the home bias. We suppose that preferences are
more likely to be biased in favor of domestic products when consumers decide the ori-
gin of the good consumed rather than firms. There are opposing arguments. Wolf (1997)
suggests that border effects can be particularly strong for intermediate goods because of
geographic clusters of vertically linked industries.17 However, results by industry tend to
indicate the contrary and Head and Mayer (2000) find some relationship between the ma-
gnitude of market fragmentation and the fact that the goods of the industry are directed to
final consumption. Using the United Nations Broad Economic Categories (BEC), defined
in terms of SITC Rev. 3, Fontagné et al. (1996) classify the HS6 products into four cate-
gories according with their economic use: Primary, intermediate, capital and consumption
products. We use their concordance table to calculate the share of final goods in the to-
tal external demand of a Triad importer in a given industry.18 The sign of this variable is
expected to be negative.

17. Hummels (2001) shows that the tendency for firms to choose their locations so as to mini-
mize the need to incur the costs associated with trade across geographic barriers such as distance
or borders could explain the high coefficients on both variables in gravity models. Hillberry (1999)
confirms this hypothesis showing that the estimated border effect depends negatively on the degree
of geographic industry concentration. In Yi (2003), vertical specialization, which occurs when re-
gions specialize only in particular stages of a good’s production sequence, magnifies the effects of
border barriers.

18. We are assuming that this share is not different than the share of consumption goods in the
total demand, which includes the demand for domestic goods.
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As outlined above, high degrees of product differentiation lowers the incentive to substitute
foreign varieties in favor of domestic ones in the presence of a given trade costs. This will
result in higher bilateral trade volumes and lower border effects. We proxy the degree of
differentiation of traded goods by the share of intra-industry trade in each industry-bilateral
relationship. This share is calculated at the HS 6-digit level following the methodology
introduced by Fontagné et al. (1998) that considers the flows between two countries to be
inter-industry when the flow in one direction amounts to less than 10% of the value of the
flow in the other direction. Evans (2003) also uses a measure of the intra-industry trade
share in total trade to proxy for differences in elasticities across industries, in addition with
other proxies. She finds that all variables yield consistent results suggesting that border
effects fall with the degree of product differentiation.

Concerning the FDI hypothesis, we use the bilateral stock of FDI between each combina-
tion of the triad. The source is the OECD database, often used in gravity-like empirical work
on FDI (Wei, 2000 being a recent example), which gives those figures from 1980 to 2000.
Although this variable lacks one dimension of our dataset (the industry level), it has the
advantage of good overall reliability across the entire period. Hillberry (1999) uses the sec-
toral dimension but not the bilateral dimension. He uses the foreign-owned establishments
1990 share of total US employment in an industry.

4.2 Results

Column 1 of Table 3 gives coefficients for a regression without any variable intended to
explain the border effect but with the sample constrained to be the one where all the ex-
planatory variables, except FDI, are available. This enables a direct comparison of different
coefficients when introducing protection and home bias variables accounting for the impact
of borders on trade.
We start by introducing tariffs in the odds equation in column 2, in order to have a first
estimate of how affected the estimated border effects are when accounting for tariffs alone.
The first result is that bilateral tariffs indeed impact trade significantly, even though our
sample includes tariffs that can be considered relatively low (see Table 2). Contrary to
usual belief, tariffs still matter in shaping trade volumes, even between Triad countries,
despite their limited average magnitude. The estimated price elasticity (σ in our theoretical
framework) is relatively high (between 1.96 and 3.78 here, depending on the specification)
considering the level of industry detail. This estimate ofσ is however slightly lower than
recent estimates that have been provided in the literature, but we only have 26 industries
here, where Head and Ries (2001) for instance estimate theirσ to be around 8 with 106
industries.
Second, comparing columns 1 and 2, we observe a decrease in border effects for all combi-
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TAB . 3 –Determinants of Border Effects in the Triad

Dependent Variable: Ln Imports Partner/Own
Model : (1) (2) (3) (4) (5) (6) (7)
Ln. Rel Production 0.73a 0.73a 0.73a 0.73a 0.72a 0.71a 0.70a

(0.02) (0.02) (0.02) (0.02) (0.02) (0.02) (0.02)
Ln Rel. Prices -0.75a -0.76a -0.78a -0.77a -0.79a -0.74a -0.62a

(0.19) (0.19) (0.19) (0.19) (0.19) (0.18) (0.19)
Ln Rel. Distance -0.67a -0.67a -0.67a -0.67a -0.64a -0.56a -0.41a

(0.08) (0.08) (0.08) (0.08) (0.08) (0.08) (0.10)
Contiguity 0.32a 0.33a 0.33a 0.33a 0.35a 0.29a 0.24a

(0.06) (0.06) (0.06) (0.06) (0.05) (0.05) (0.05)
Common Language 0.86a 0.85a 0.86a 0.86a 0.88a 0.82a 0.26a

(0.06) (0.06) (0.06) (0.06) (0.06) (0.06) (0.08)
EU9→ EU9 -2.56a -2.57a -2.58a -2.58a -2.27a -2.13a -3.64a

(0.12) (0.12) (0.12) (0.12) (0.12) (0.12) (0.36)
EU9→ USA -3.59a -3.43a -3.36a -3.32a -3.13a -3.00a -4.54a

(0.17) (0.17) (0.17) (0.17) (0.17) (0.16) (0.44)
USA→ EU9 -2.99a -2.80a -2.71a -2.70a -2.58a -2.57a -4.45a

(0.29) (0.29) (0.29) (0.29) (0.28) (0.27) (0.53)
EU9→ Japan -3.58a -3.42a -3.20a -3.33a -3.10a -3.06a -4.51a

(0.35) (0.35) (0.34) (0.35) (0.33) (0.33) (0.54)
Japan→ EU9 -3.70a -3.53a -3.43a -3.42a -3.30a -3.29a -5.03a

(0.36) (0.36) (0.35) (0.35) (0.34) (0.34) (0.58)
USA→ Japan -2.51a -2.35a -2.14a -2.26a -2.01a -1.98a -3.86a

(0.30) (0.30) (0.30) (0.31) (0.29) (0.30) (0.54)
Japan→ USA -3.24a -3.08a -2.98a -2.93a -2.75a -2.62a -4.60a

(0.23) (0.23) (0.22) (0.23) (0.22) (0.22) (0.52)
Ln (1 + tariff) -2.66a -2.37a -2.78a -1.30a -0.96b -1.20b

(0.50) (0.43) (0.53) (0.43) (0.46) (0.47)
Frequency index of NTB (all) -0.85a -0.62a -0.44c -0.54b

(0.22) (0.23) (0.23) (0.23)
Frequency index of Threat NTB -0.59a

(0.21)
Frequency index of Price NTB -2.13a

(0.58)
Frequency index of Quantity NTB 0.85

(0.65)
Frequency index of Quality NTB -0.51c

(0.27)
Share of consumption goods -0.86a -0.87a -0.74a

(0.11) (0.11) (0.12)
Share of Inter-Industry Trade -0.61a -0.47a

(0.13) (0.13)
Ln bilateral FDI stock 0.13a

(0.03)
N 7683 7683 7683 7683 7683 7683 6122
R2 0.894 0.895 0.896 0.896 0.899 0.9 0.906
RMSE 1.555 1.546 1.541 1.538 1.516 1.509 1.455

Note: Standard errors in parentheses:a, b andc represent respectively statistical signi-
ficance at the 1%, 5% and 10% levels. The reported standard errors take into
account the correlation of the error terms for a given importer.
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nations except intra-EU bilateral relationships19 (which do not suffer from any tariff). Most
notably reduced are the estimated border effects for US exports to the EU and to Japanese
market. Tariff barriers therefore contribute to the impact of national borders in the expec-
ted way: They tend to raise the ratio of internal to cross-border trade volumes. The border
effects remains however high and significant, pointing to other important explanations.
The aggregated frequency index of all NTBs introduced in column 3 also impacts trade
negatively and significantly, and yields a decrease in all the border effect coefficients. The
most reduced border effect are those concerning the access to Japanese market. This result
is detailed in column 4 which considers the different types of NTBs separately, and suggests
a particular aggregation bias problem of NTBs measures in this market (the most decreasing
border effect becomes the one encountered by Japanese exporters in US market). The price
NTBs seem to have the greater impact on trade flows, while the quantity NTBs show a
positive although insignificant coefficient. Haveman et al. (2003) find that, for the year
1993, the average level of tariffs reduce trade flows by 5.5 percent in their OECD countries
sample. We find a close figure ofexp(−2.66× ln(1.0287))− 1 = 7.3 percent. Their trade-
reducing effect for NTBs is 8 percent on average, ours is 3.2 percent. Chen (2004) finds that
trade costs provide an explanation for border effects inside the EU, whereas NTBs are not
significant, a result consistent with Head and Mayer (2000).
The share of consumption goods in the total imports of each importer in each industry
also reduces the estimated border effects, supporting our hypothesis that the home bias is
actually more important in the industries characterized by a large share of final demand.
Unsurprisingly, this variable also reduces the explanatory power of tariffs and NTBs, which
are generally more important in those industries. Our proxy for the degree of homogeneity
of exchanged products, the share of inter-industry/one-way trade also has the expected sign.
The more homogenous the goods exchanged, the more sensitive the consumers are to given
levels of tariffs or other impediments to trade and therefore the lower the trade flows. The
degree of homogeneity of the good exchanged is therefore also a significant part of the ex-
planation of the border effect as in Evans (2003). Note that all those explanations related to
actual protection, home bias and substitutability of goods put together explain a large part
of the border effect between blocs of the triad in the years 1993 to 1999 studied here. The
part explained ranges from 33.6% for the Japan→ EU combination to 46.2% for the Ja-
pan→ USA combination. Standard explanations to border effects are therefore empirically
important, although they do not explain the whole of the border effect puzzle.
The stock of overall bilateral FDI has a positive impact on trade flows, which represents a
confirmation that, at such an aggregate level, FDI and trade are complements rather than
substitutes. This positive relationship supports the Hillberry (1999) hypothesis that inter-
national transactions costs could to be lower when the firm is multinational.20 Aggregate

19. The slight difference between three first columns in the EU9 coefficient is due to rounding.
20. "...to the extent that any of the border effect is due to fixed, rather than variable costs, multina-

34



Trade in the Triad: How Easy is the Access to Large Markets?

bilateral FDI stocks are therefore not an explanation of border effects in our sample, al-
though detailed data at the industry-level would be needed to confirm this result.

5 Conclusion

We investigate in this paper the ease of reciprocal market access among the three constituent
blocs of what is often referred to as the “Triad” (the EU, Japan and the United States). Our
method involves an estimation of difficulties encountered by exporters located in one of the
blocs when selling their products in another bloc. Those estimates come from a structural
gravity-like bilateral trade equation, derived from the now canonical model of trade under
monopolistic competition. It is based on a comparison of inter-national trade flows with
intra-national trade flows, theborder effectmethod of assessing trade costs recently sur-
veyed by Feenstra (2003) and Anderson and van Wincoop (2004). The level and asymmetry
in border effects reveals the market access difficulties in each of the bloc combinations we
consider.
Our results point to important differences and asymmetries in the quality of market access.
A typical European country in the late nineties has an average ratio of trade with self over
trade with another EU country which is around 13 times larger than predicted by the model,
which gives an idea of the substantial level of fragmentation remaining in the EU. This
fragmentation has however largely decreased since the late seventies and its current level is
generally much lower than in the rest of the sample. The same ratio for the United States
for instance when considering imports from the EU is 34.1. Japan appears to be specially
asymmetrically open to US exports in the recent period, with a ratio of 15.2 against 22.1 for
the reverse flows, confirming recent results from Harrigan and Vanjani (2003). Results are
also detailed across industries and we identify industries where each bloc has specifically
high revealed restrictions in its market access.
We show that a substantial part of those border effects can be explained by a set of deter-
minants that have been proposed in the literature. We use several proxies to capture the fact
that the level of border effects in a given industry can be caused by actual protection set
by governments (tariffs and NTBs), home-biased preferences of consumers and the degree
of homogeneity of the good traded. The set of proxies used in our regressions to capture
those determinants explain a substantial part of border effects. The explanatory power of
those variables range from 33.6% of the Japan→ EU border effect to 46.2% of the Japan→
USA one. While the border effect puzzle is nottotally solved, our theory-consistent method
coupled with standard economic explanations manage to provide a good overall picture of
the causes of market access difficulties in the Triad.

tional firms ought to have already incurred them and can benefit from returns to scale in international
trade. Multinationals may also exploit cross-border trade as a means of reducing currency risk."
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