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TREND SHOCKS AND ECONOMIC DEVELOPMENT

Claude Francis Naoussi and Fabien Tripier

NON-TECHNICAL SUMMARY

Developing countries, widely-known to be among the poorest of the world, are also among the most
unstable economies. The instability of developing economies generates substantial costs that may be
measured, directly, through the welfare costs of consumption fluctuations and, indirectly, through the
consequences on growth.

The recent literature has attempted to rationalize this instability by introducing additional shocks (related
with commodity prices or international aid, for example) into modern business cycle framework based
on dynamic and stochastic general equilibrium models. The few studies that do exist have advanced
possible explanations for the high output volatility that characterizes the developing economies, but none
succeeds in explaining both the high volatility of consumption, which is higher than the volatility of
output, and the acyclical behavior of net-exports, which are countercyclical in emerging countries. In
this article, following Aguiar and Gopinath (2007), we assess the relevance of trend shocks to explain
business cycle specificities of less developed countries. We collect output, consumption, investment,
and net exports series for 22 developed countries, 28 emerging countries, and 32 SSA countries, and
we estimate the theoretical model to reproduce business cycle facts. Because we produce one estimate
for each country, we can study the relationship between economic development and business cycles by
comparing a large number of heterogeneous countries.

We first show the strong relationship between economic development and the weight of trend shocks
in the fluctuations of productivity measured by the size of the random walk. The size of the random
walk is the highest for the SSA countries and the lowest for developed countries, with intermediary
values for emerging countries. We then relate our results to the literature on the sources of fluctuations
in developing countries. To this end, we compare the cross-country variations in the size of the random
walk with the cross-country variations in the usual determinants of fluctuations in developing countries:
the mean of real income per capita, the quality of institution, the growth rate of trade openness, the
volatility of aid received by countries as a percent of income, the mean of the size of the domestic credit
as a percent of GDP, the mean of the inflation rate, and the mean of the size of government spending as a
percent of GDP. Each of these variables has been put forward in the literature as a potential determinant
of macroeconomic volatility and is indeed significantly correlated with the volatility of output for our
data. By studying the correlation between these variables and the size of the random walk, we seek to
identify the potential origins of the trend shocks in developing countries. We find that the size of the
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random walk significantly decreases with the level of income, the quality of institutions, and the size
of credit market. The results are ambiguous when correlated with government spending. Interestingly,
some variables that are significantly correlated with the volatility of output, are not correlated with the
size of the random walk. This is the case for the inflation rate, the trend in trade openness, and the
volatility of aid received by countries.

ABSTRACT

This article explores the role of trend shocks in explaining the specificities of business cycles in devel-
oping countries using the methodology introduced by Aguiar and Gopinath (2007) [“Emerging Market
Business Cycles: The Cycle Is the Trend” Journal of Political Economy 115(1)]. We specify a small
open economy model with transitory and trend shocks on productivity to replicate the differences in the
business cycle behavior observed between developed, emerging, and Sub-Saharan Africa countries. Our
results suggest a strong relationship between the weight of trend shocks in the source of fluctuations
and the level of economic development. The weight of trend shocks is (i) higher in Sub-Saharan Africa
countries than in emerging and developed countries, (ii) negatively correlated with the level of income,
the quality of institutions, and the size of the credit market, and (iii) uncorrelated with the volatility of
aid received by countries, the inflation rate, and the trend in trade-openness.

JEL Classification: E32, F41, O55.

Keywords: Business Cycle; Permanent shocks; Growth; Africa; Small open economy
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CHOCS DE TENDANCE ET DÉVELOPPEMENT ÉCONOMIQUE

Claude Francis Naoussi and Fabien Tripier

RÉSUME NON TECHNIQUE

Les pays en développement sont caractérisés non seulement par de faibles niveaux de richesse, mais aussi
par une très grande instabilité macroéconomique qui entraîne de fortes fluctuations de la consommation
et ralentit la croissance de long terme. Comprendre l’origine de cette instabilité macroéconomique pour-
rait permettre d’y remédier et d’améliorer les conditions de vie dans ces économies. La littérature a
proposé plusieurs explications telles que les fluctuations des prix des matières premières, les variations
de l’aide au développement ou encore les difficultés d’accès de ces économies aux marchés financiers.
L’intégration de ces sources d’instabilité dans les modèles théoriques de cycle économique permet effec-
tivement d’expliquer la forte volatilité de la production dans ces pays, mais elle ne suffit pas à expliquer le
comportement cyclique des autres variables macroéconomiques essentielles que sont la consommation,
l’investissement et les exportations nettes.

Pour mieux expliquer le cycle économique des pays en développement, nous proposons dans cet article
de suivre l’approche initialement développée par Aguiar et Gopinath (2007). Dans cette approche, une
seule source du cycle économique est considérée : les fluctuations exogènes de la productivité des fac-
teurs. Par contre, ces fluctuations peuvent être le résultat soit de chocs transitoires de productivité, soit
de chocs permanents aussi appelés chocs de tendance parce qu’ils affectent la tendance de long terme
de l’économie. Dans cette approche, les différences de cycle économique selon que les pays sont en dé-
veloppement, émergents ou développés s’expliquent par un poids différent des chocs transitoires et des
chocs de tendance.

Nous montrons la pertinence de cette approche en estimant un modèle théorique de cycle économique
distinguant ces deux types de chocs pour un ensemble de 82 pays (22 pays développés, 28 pays émergents
et 32 pays d’Afrique sub-saharienne). Nous montrons qu’il existe une forte relation entre le développe-
ment économique et la part des chocs de tendance dans les fluctuations de la productivité, mesurée par
la taille de la marche aléatoire. La taille de la marche aléatoire est la plus élevée dans les pays d’Afrique
sub-saharienne et la plus faible dans les pays développés, avec des valeurs intermédiaires dans les pays
émergents. Nous relions ensuite ces résultats à la littérature sur les sources des fluctuations dans les pays
en développement en mesurant les corrélations entre la taille de la marche aléatoire et les variables usuel-
lement associées à l’instabilité des pays en développement : le revenu moyen par habitant, la qualité des
institutions, l’ouverture commerciale, la volatilité de l’aide au développement, le développement du cré-
dit, le taux d’inflation moyen et la part moyenne des dépenses publiques dans la production. Chacune de
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ces variables a été mise en avant dans la littérature comme un déterminant potentiel de l’instabilité ma-
croéconomique et est effectivement corrélée avec la volatilité de la production. En étudiant la corrélation
entre ces variables et la taille de la marche aléatoire, nous cherchons à identifier les origines potentielles
des chocs de tendance dans les pays en développement. Nos résultats suggèrent que le poids des chocs
de tendance est significativement plus fort quand le niveau de revenu est bas, la qualité des institutions
faible, le marché du crédit peu développé. Les résultats sont ambigus concernant la taille du secteur
public. Par contre, plusieurs variables significativement corrélées avec la volatilité de la production se
révèlent non significativement corrélées avec la taille de la marche aléatoire : l’inflation, la croissance de
l’ouverture commerciale et la volatilité de l’aide au développement.

RÉSUMÉ COURT

Cet article évalue dans quelle mesure les chocs de croissance peuvent expliquer les spécificités du cycle
économique dans les pays en développement à partir du cadre méthodologique développé par Aguiar et
Gopinath (2007) (2007) [“Emerging Market Business Cycles: The Cycle Is the Trend” Journal of Politi-
cal Economy 115(1)]. Nous estimons un modèle de petite économie ouverte avec des chocs de produc-
tivité transitoires et permanents pour reproduire les différences observées en termes de cycle économique
entre les pays développés, émergents et d’Afrique Sub-saharienne. Nos résultats montrent une forte rela-
tion entre le poids des chocs de croissance dans la source des fluctuations et le niveau de développement
économique. Le poids des chocs de croissance est (i) plus élevé en Afrique Sub-saharienne que dans les
pays émergents et développés, (ii) négativement corrélé avec le niveau de revenu, la qualité des institu-
tions et la taille du secteur du crédit, et (iii) non-corrélé avec la volatilité de l’aide reçue, l’inflation et la
croissance de l’ouverture commerciale.

Classification JEL : E32, F41, O55.

Mots clés : Cycle d’activité ; Chocs permanents ; Croissance ; Afrique ; Petite économie ou-
vertes
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TREND SHOCKS AND ECONOMIC DEVELOPMENT1

Claude Francis Naoussi∗ and Tripier Fabien †

1. INTRODUCTION

Developing countries, widely-known to be among the poorest of the world, are also among
the most unstable economies, and these economies have the highest volatilities of output and
consumption. This article explores the role of trend shocks in explaining specificities of business
cycles in developing countries. Because developing countries are very heterogeneous, we draw
distinction between a set of emerging countries, which are middle-income countries, and Sub-
Saharan Africa (SSA) countries, which are low-income countries. To assess the relationship
between trend shocks and economic development as a whole, we also consider a set of high-
income developed countries.

The instability of developing economies, which has been documented by Rand and Tarp (2002)
and Ramey and Ramey (1995), generates substantial costs that may be measured, directly,
through the welfare costs of consumption fluctuations, as demonstrated by Pallage and Robe
(2003)2, and indirectly through the consequences on growth, as discussed in Loayaza et al.
(2007). The recent literature attempts to rationalize this instability within the modern business
cycle framework based on dynamic and stochastic general equilibrium models3. Many studies
on this topic have examined emerging countries4, but few have looked at SSA5. The few studies

1We thank the participants at the Theories and Methods in Macroeconomics Conference (Nantes, 2012), Shocks in
Developing Countries Dial Conference (Paris, 2011), KOF-ETH-UZH Seminar in International Economic Policy
(Zurich, 2011), LEMNA Seminar (Nantes, 2010), EPEE Seminar (Evry, 2010) in particular Olivier Darné, Erwan
Gautier, Jerôme Glachant, and Peter Rosenkranz. The usual disclaimers apply. Financial support from the Chair
Finance of the University of Nantes Research Foundation is gratefully acknowledged.
∗University of Nantes (LEMNA) (claude.naoussi-defounkou@univ-nantes.fr)
†University of Lille 1 (CLERSE) and CEPII (fabien.tripier@cepii.fr)
2The excess volatility of consumption explains the high welfare costs of fluctuations computed by Pallage and

Rob (2003) for developing countries, which are at least 10 times greater than those in the United-States.
3In their precursory contributions, Mendoza (1995) and Kydland and Zarazaga (1997) apply modern business

cycle methodology to emerging countries. This approach has also been pursued by Neumeyer and Perri (2005)
and Aguiar and Gopinath (2007).

4Emerging countries are mainly in Latin America or Asia, but are also in North Africa. Among the SSA countries,
only South Africa is generally considered an emerging country. Emerging countries experience both accelerating
growth and crisis events.

5Mendoza (1995) and Kose (2002) consider the average behavior of a group of developing countries that encom-
passes middle- and low-income countries, including several SSA countries. In this paper, we employ an alternative
approach that differentiates SSA countries from other developing countries.
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that do exist have advanced possible explanations for the high output volatility that character-
izes these economies, but none succeeds in explaining both the high volatility of consumption,
which is higher than the volatility of output, and the acyclical behavior of net-exports, which
are countercyclical in emerging countries.

Kose and Riezman (2001) propose a model in which trade shocks account for a large portion
of output fluctuations. When these shocks are combined with transitory productivity shocks,
however, the model predicts a volatility of consumption that is half that of output and predicts a
strongly countercyclical trade balance6. Arellano et al. (2009) emphasize the role of shocks to
the aid received by countries in explaining the fluctuations in one African country, Ivory Coast.
However, this economy is not representative of African business cycles because consumption is
as volatile as output in Ivory Coast. In addition, the authors do not discuss the model’s implica-
tions for the cyclical behavior of net exports. In Özbilgin (2010), transitory productivity shocks
are amplified in low-income countries by the limited participation of agents in financial mar-
kets. This financial friction increases the relative volatility of consumption compared to output,
but it remains below unity. Moreover, this friction reinforces the countercyclical behavior of
the trade balance, which is acyclic in low-income countries7. The inability of these models to
explain the high volatility of consumption should be interpreted with caution because of data
limitations that render durable-nondurable decomposition impossible, whereas consumption is
nondurable consumption in most business cycle models. To address this issue, Alvarez-Parra et
al. (2011) study countries where data permit such decomposition. They show that the relative
volatility of nondurable consumption to output varies among emerging countries (for example,
it is 0.89 for Mexico and 1.20 for Chile), but on average nondurable consumption is not more
volatile than output8. Because data for SSA countries prohibit such decomposition, we use ag-
gregate consumption as usually done in the literature but keeping in mind this limit. Ultimately,
the existing literature fails to provide a convincing explanation of why net exports are acyclic in
SSA countries. For emerging countries, Aguiar and Gopinath (2007) explain the excess volatil-
ity of consumption and the countercyclical behavior of net exports by substantial volatility in
the trend growth of labor productivity in these countries. In this article, we assess the relevance
of trend shocks to explain business cycle specificities of less developed countries, namely, the
SSA countries9.

6More precisely, the relative volatility of consumption is 2.02 for the data against 1.01 for the model, and the
correlation of the trade balance with output is -0.10 for the data against -0.72 for the model; see Table 5(a) of Kose
and Riezman (2001).

7Özbilgin (2010) matches the coefficient of correlation between net exports and output observed in average for
all developing countries. It is negative (and equal to -0.20) and contrary to its value for the low-income developing
countries (equal to 0.01) as indicated in Table 1 of Özbilgin (2010).

8Alvarez-Parra et al. (2011) report a ratio of volatility equal to 0.90 for a set of five emerging countries and equal
to 0.72 for a set of six small developed economies.

9With the exception of Houssa et al. (2010), the applications of business cycle models to the SSA countries cited
here do not consider permanent shocks. Houssa et al. (2010) estimate a medium-scale business cycle model for
the Ghanaian economy with permanent technological shocks, which appears to be the most important source of
fluctuations. However, Houssa et al. (2010) do not study the model’s predictions for consumption.
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Aguiar and Gopinath (2007) consider a real business cycle model for small open economies
in the spirit of Mendoza (1991) by examining the impact of two technological shocks on the
technology used in the production of goods. The first is a purely transitory shock on the level
of total factor productivity, whereas the second is a trend shock on the growth rate of labor
productivity at the origin of the stochastic trend in the economy. Aguiar and Gopinath (2007)
estimate the structural parameters necessary to reproduce key moments in the business cycles
of two countries, Mexico and Canada, which exemplify emerging and developed countries,
respectively. They subsequently explain the specificities of the emerging market business cycle
by a higher relative weight of the trend shock (or the stochastic trend) when compared with the
transitory shock, and they therefore conclude that "the cycle is the trend".

We extend the work of Aguiar and Gopinath (2007) to include SSA countries. Aguiar and
Gopinath (2007) succeed in collecting quarterly data for 26 countries (13 emerging and 13 de-
veloped). Unfortunately, quarterly data are not available for a large sample of SSA economies
over a long sample period10. Therefore, we have used the annual data for a relatively long sam-
ple period provided by the World Bank macroeconomic databases. We have collected output,
consumption, investment, and net exports series for 22 developed countries, 28 emerging coun-
tries, and 32 SSA countries (starting in 1960 for most countries and continuing until 2006 in
our sample), and we have taken a set of eleven moments to characterize business cycles (mainly
standard deviations, correlation with output, and autocorrelation of variables). The following
five structural parameters of the model are estimated with GMM methods to match the business
cycle facts: the standard deviations of the two shocks, the persistence of trend shocks, the size
of capital adjustment costs, and the average long-run growth rate. Because we produce one
estimate for each country, we can study the relationship between economic development and
business cycles by comparing a large number of heterogeneous countries.

First, we generalize the conclusion of Aguiar and Gopinath (2007) for emerging countries to
low-income countries as follows: there is a strong relationship between economic develop-
ment and the weight of trend shocks in the fluctuations of productivity measured by the size
of the random walk. Aguiar and Gopinath (2007) conclude that the size of the random walk
is greater for emerging countries than for developed countries. We show that this size is even
greater for the SSA countries. When compared with developed countries, the key specificity of
emerging countries is the higher standard deviation of trend shocks relative to transitory shocks,
which makes consumption more volatile than output and makes net exports countercyclical. To
make consumption as volatile as observed in SSA countries, we could again increase the rel-
ative standard deviation of trend shocks to transitory shocks. However, it would reinforce the
countercyclical behavior of net exports whereas they are rather acyclical in the data for these
countries. At this point, the persistence of trend shocks is crucial to make the model consistent
with data. A slightly positive persistence of trend shocks in SSA countries, which are negatively
autocorrelated in emerging and developed countries, results in the simultaneous occurrence of
10Peiris and Saxegaard (2007) and Houssa et al. (2010) use quarterly data for Mozambique from 1996-2005 and
for Ghana from 1983-1997, respectively.
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a high relative volatility of consumption and acyclical net exports.

We then relate our results to the literature on the sources of fluctuations in developing coun-
tries11. To this end, we compare the cross-country variations in the size of the random walk
with the cross-country variations in the usual determinants of fluctuations in developing coun-
tries. Seven variables are considered, and they are the following: the mean of real income per
capita, the quality of institution, the growth rate of trade openness, the volatility of aid received
by countries as a percent of income, the mean of the size of the domestic credit as a percent
of GDP, the mean of the inflation rate, and the mean of the size of government spending as a
percent of GDP. Each of these variables has been put forward in the literature as a potential
determinant of macroeconomic volatility and is indeed significantly correlated with the volatil-
ity of output for our data. By studying the correlation between these variables and the size of
the random walk, we seek to identify the potential origins of the trend shocks in developing
countries. We find that the size of the random walk significantly decreases with the level of
income, the quality of institutions, and the size of credit market. The results are ambiguous
when correlated with government spending. Interestingly, some variables that are significantly
correlated with the volatility of output, are not correlated with the size of the random walk. This
is the case for the inflation rate, the trend in trade openness, and the volatility of aid received by
countries.

The remainder of the paper is structured as follows. Section 2 presents the key empirical facts,
and the model is presented in Section 3. Section 4 discusses the results. Section 5 concludes
the paper.

2. THE STYLIZED FACTS

In this section, we present our database and the links between economic development and busi-
ness cycles. The database is described in the Data Appendix, and includes 82 countries, that
includes developed12 (22), emerging (28), and SSA countries (32). We exclude South-Africa
from the SSA countries because it is generally considered an emerging country. The data used

11Raddatz (2007) and Ahmed and Suardi (2009) provide empirical studies that are not based on business cycle
models, that are on the sources of fluctuations in developing countries, and that focus on SSA. Raddatz (2007)
considers external shocks in relation to the international economy and natural disasters, and Ahmed and Suardi
(2009) examine the role of trade and financial liberalization in creating fluctuations.
12We do not include the United-States in our database because this large country could not be modeled as a small
open economy. However, our database includes the following six large economies: Japan, Germany, UK, France,
Italy, and Canada, all of which are part of the G7 group. The sample of developed countries of Aguiar and Gopinath
(2007) encompasses the Canada and other developed countries are smaller than these large economies. We choose
to include these countries in our sample to get a sizeable set of developed countries, as has already been done in
the literature; see, for example, Kollmann (2001) for an application of the small open economy model to Japan,
Germany, and United Kingdom, and Monacelli (2004) for an application to several OECD countries, including
Canada, France, Italy, Japan, United Kingdom, and West Germany.
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to compute the business cycle moments are the real consumption13 per capita (C), the real in-
vestment per capita (I), the ratio of net exports to output (NX/Y ), the real GDP per capita in
local currency units (Y ), and the growth rate (DY ). To compare income across countries, we
use the real GDP per capita in constant USD (Y ∗) and refer to this variable as "income" in the
remainder of the paper. We consider eleven moments to describe the data collected in the vector
m

m =



σ (y)
σ (DY )
σ (c)
σ (i)

σ

(
nx
y

)
ρ (y,y−1)

ρ (DY,DY−1)

ρ

(
y, nx

y

)
ρ (y,c)
ρ (y, i)
E (DY )



(1)

where z is the cyclical component of log(Z) using the HP filter (with a coefficient equal to 100),
σ (z) denotes the standard deviation of the series z, ρ (y,z) is the correlation coefficient between
output y and the variable z, for z = {y, i,c,nx/y}, and E (DY ) is the mean of the growth rate of
output DY = log(Y/Y−1).

Table 1 provides the GMM estimates of moments for each group of countries. Figure 1 depicts
the relationship between each of the eleven business cycle moments and income (solid lines are
the outcome of a linear regression with a slope significantly different from zero at the 1% level,
dashed lines at the 5% level, and dotted lines at the 10% level). Each moment is significantly
correlated with mean income.

Economic development is positively related to growth14 and negatively related to volatility.
The standard deviations of the output and of the output growth of SSA countries are twice as
great as that of developed countries and are significantly negatively correlated with income.
Business cycles are less volatile in developed countries, but are more persistent; the first-order
coefficients of autocorrelation of output and output growth are significantly positively correlated
with income.

13The data do not allow us to make the distinction between durable and non-durables goods. Alvarez-Parra et
al. (2011) discuss the implications of this distinction for emerging and developed countries, but not for SSA or
low-income countries. Restrepo-Echavarria (2011) studies the implications of the informal sector, and its mis-
measurement on business cycle facts for consumption in developed countries.
14Income is not initial income, as is usually considered when studying convergence issues, but is instead the
average of income over the sample. Our data indicate that the average income is higher in economies with a high
growth than in other countries.
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The increase in the standard deviations of consumption and investment with low development
are stronger than for output. Therefore, the relative volatilities of consumption and investment
to output decrease with economic development. The ratio of the relative standard deviations
of consumption (investment) to output is approximately 1.03 (3.12) for developed countries,
1.22 (3.42) for emerging countries, and 1.80 (4.13) for SSA countries. These ratios of relative
standard deviations are significantly negatively correlated with output at the 1% level for con-
sumption and at the 10% level for investment (see Figure 1). If excessive consumption volatility
is widely known to characterize developing countries, then our data suggest that this volatility
is much more pronounced in SSA countries. Interestingly, our data also show a relationship
between economic development and the correlation of consumption and investment with out-
put, as already noted by Özbilgin (2010). Consumption and investment are procyclical in all
countries, but the coefficient of contemporaneous correlation varies significantly according to
the level of income (see Figure 1). These coefficients are equal to 0.78 and 0.83 in developed
countries, for consumption and investment, respectively, but only 0.52 and 0.36, respectively,
for SSA countries.

The moments associated with the ratio of net export to output are also significantly correlated
with income. Net exports are highly volatile and acyclical in low-income countries, whereas
they are less volatile and countercyclical in middle and high income countries. On average, the
correlation coefficients between output and net exports are roughly the same for emerging and
developed countries at −0.36 and −0.35, respectively, compared to 0.004 for SSA countries.
This point contrasts with Aguiar and Gopinath (2007) who put forward the more pronounced
countercyclical behavior of net exports of emerging countries as a key characteristic of these
countries. However, Aguiar and Gopinath (2007) note that when they consider annual data for a
longer time period, the excess volatility of consumption is a constant characteristic of emerging
countries and that this contrasts with the strongly countercyclical behavior of the trade balance.

These stylized facts are consistent with the empirical facts described in earlier involving SSA
countries such as Ramey and Ramey (1995), Kose and Riezman (2001), Rand and Tarp (2002),
Loayaza et al. (2007), and Özbilgin (2010), even if there may be some secondary divergences
due to dataset differences. We propose to use these facts to identify the sources of fluctuations
for the countries of our database.

3. IDENTIFYING THE SOURCES OF FLUCTUATIONS

This section first presents the model (Section 3.1) and then the strategy used to identify the
sources of fluctuations (Section 3.2).

3.1. The model

This section summarizes the model of Aguiar and Gopinath (2007) that is a real business cycle
model for small open economies in the spirit of Mendoza (1991). The model is purely real with
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two shocks on the final good production technology. The authors emphasize that various sources
of disturbances and frictions may be at the origin of these shocks that have to be interpreted
broadly as the efficiency wedge following the definition of Chari et al. (2007). The equations
are taken from Aguiar and Gopinath (2007) using the same notation.

The final good Yt is produced with two inputs, physical capital Kt and labor Lt , according to a
Cobb-Douglas technology

Yt = ezt K1−α
t (ΓtLt)

α , with 0 < α < 1 (2)

where zt is the transitory shock on the total factor productivity and Γt the stochastic productivity
specific to labor, given by Γt = egt Γt−1 where gt is the trend shock. The two shocks are driven
by auto-regressive processes

zt = ρzzt−1 + εz, with |ρz|< 1 and εz ∼ iid (0,σz) (3)

and
gt = ρggt−1 +(1−ρg)µg + εg, with

∣∣ρg
∣∣< 1 and εg ∼ iid (0,σg) (4)

ezt Γα
t correspond to the Solow Residual, which will hereafter be called the "efficiency wedge",

as described in Chari et al. (2007).

The representative household maximizes the present sum of discounted values of utility

∞

∑
t=0

β
t

[
Cγ

t (1−Lt)
1−γ

1−σ

]1−σ

, with 0 < γ < 1andσ > 0 (5)

where Ct is consumption, (1−Lt) is leisure time, and (σ ,γ,β ) are structural parameters of
household preferences. The per-period budget constraint of households is

Ct +Kt+1 = Yt +(1−δ )Kt−
φ

2

(
Kt+1

Kt
− eµg

)2

Kt−Bt +qtBt+1 (6)

Resources consist of domestic production and debts, and these are allocated to private con-
sumption and investment in physical capital. The accumulation of physical capital is subject to
capital depreciation, at the rate δ . Quadratic adjustment costs are weighted by φ . Bt , is the level
of debt due as of time t, and qt+1 is the price of debt for the period t + 1. The representative
household maximizes (5) subject to (6).

The model is closed by an upward-sloping supply of loans (not internalized by the representative
households) that links the price of debt to the debt level (divided by the stochastic trend)

1
qt

= 1+ r∗+ψ

[
exp
(

Bt+1

Γt
−b
)
−1
]
, withψ > 0 (7)

where r∗ is the world interest rate, b is the steady-state level of debt, and ψ determines the
sensitivity of the debt price to the deviation of debt with respect to its steady-state level. Finally,
given the resource constraint of the small open economy, net exports (also called the trade
balance) are equal to the changes in indebtedness (including debt interest): NXt = Bt−qtBt+1.
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3.2. The identification strategy

The identification strategy is based on second-order moments generated by the model computed
using the Matlab programs of Aguiar and Gopinath (2007)15 and Uhlig (1997). Like Aguiar and
Gopinath (2007), we use GMM methods to estimate a set of structural parameters to account for
the differences of business cycle moments across countries, which are described by the eleven
moments of m in Equation (1). The GMM package of Burnside (1999) is used to implement the
GMM estimation of the moments for the data and of the structural model.

Our strategy is close to the "Method 4" of Aguiar and Gopinath (2007, Table 4 p. 91), except that
we fix the value of ρz whereas they estimate its value. We explain in Section 4.3 that this choice
allows us to obtain more accurate estimations and we present the results when this parameter is
estimated to show the robustness of our conclusions. Therefore, we estimate16 the volatilities
of transitory and trend shocks (σz and σg, respectively), the persistence of trend shocks (ρg),
the size of adjustment costs (φ), and the long run growth rate (µg). Other parameters are set
according to the benchmark parameter values of Aguiar and Gopinath (2007, Table 3 p.86):
β = 1/

(
1.024), γ = 0.36, b = 0.10, ψ = 0.001, α = 0.68, σ = 2, δ =

(
1.054−1

)
, and ρz =

0.954.

4. RESULTS

This section presents our results and is organized as follows. In Section 4.1, we demonstrate
the ability of the small open economy model to explain international differences in business
cycle moments. We show that this explanation implies strong international differences in the
size of the random walk. Then, in section 4.2, we study the relationship between the size of the
random walk and the usual determinants of macroeconomic volatility in developing countries.
The robustness of our conclusion is assessed in Section 4.3.

4.1. Cross-country differences in business cycle moments

Tables 1 and 3 give the outcome of the GMM estimations, respectively, for the moments and
the parameters, by taking the average for each type of country (developed, emerging, and SSA).
Observed and predicted moments for three selected17 countries are given in Tables 2 using the
parameter values given in Table 3. The Figure 2 shows the impact of the structure of shocks on
the key moments, and the Figure 3 compares the predicted moments by the model with those
observed in the data.
15The programs are adapted for annual data.
16The function quadmin.m of the GMM package Burnside (1999) is replaced by the function of matlab fmincon.m
to allow for constraints on parameter values in the estimation process. Let us denote η = (σg,σz,ρg,µg,φ) the
vector of estimated parameter, which lower and upper bounds are (0,0,−.99, .9,0) and (∞,∞, .99,1.2,15) . The
GMM estimation is launched for the following initial values (0.01,0.01,0.01,1.006ˆ4,4) .
17Supplementary materials for the full tables of moments and parameters for all countries are available upon
request.
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4.1.1. Parameters

The parameter µg adjusts to match the 11th moments of m, see Equation (1), that is, the mean
of output growth, which is well reproduced, as shown in the Figure 3 (see the last cell where
E (DY ) = µg−1). This parameter is below 0.98 for some SSA countries (Democratic Republic
of the Congo, Madagascar, and Togo) and above 1.05 in several emerging countries (Korea,
China, and Thailand). The average value of µg is slightly higher in emerging (1.0247) than in
developed countries (1.0235) and notably lower in SSA countries (1.0068). The estimates for
the parameter φ ranges from 3−9 for Egypt to 2.06 for Mozambique, and these show larger
variations between SSA countries (from 6−9 to 2.006) and between emerging countries (from
3−9 to 1.839) than between developed countries (from 0.002 to 0.44). The average values by
type of countries is therefore roughly similar (0.22, 0.30, and 0.26 for developed, emerging, and
SSA countries, respectively)18.

The estimates for the parameter σz show large variations between countries without significant
difference between types of countries. Values close to zero, approximately 1−5, are estimated
for developed, emerging, and SSA countries (such as Denmark, Chile, and Ivory Coast). The
maximum value for SSA countries is 3.76% (Rwanda), this figure is not too far of emerging
countries (3.46% for Iran) but notably higher than the maximum for developed countries (1.70%
for Luxembourg). The mean value of σz for SSA countries (0.58%) is smaller than the mean
values in developed (0.68%) and in emerging countries (0.73%). Because the persistence of
transitory shocks is equal for all countries (ρz = 0.954), this implies that the high volatility of
SSA countries is explained by trend shocks.

The variance of trend shocks is determined by two parameters, σg and ρg, by the following
expression VAR(gt) = σ2

g/
(
1−ρ2

g
)
, given the process defined by Equation (4). On average,

the autocorrelation is weak, slightly positive for SSA countries (equal to 0.05) and negative for
developed and emerging countries (equal to -0.13 and -0.11, respectively). Variations in the
estimates for σg are more important. The average of σg value for SSA countries is 6.20%, twice
that of developed countries (2.89%) and above that for emerging countries (5.33%). These
estimates for σg and ρg induce marked differences in VAR(gt), which reaches its maximum
of 0.0144 in Rwanda (a SSA country) and reaches its minimum of 0.0002 in Luxembourg (a
developed country). On average, the variance of the stochastic trend is 0.09651 in developed
countries, 0.348 in emerging countries, and 0.489 in SSA countries.

The main difference between emerging and developed countries is the relative size of the stan-
dard deviations of shocks. Aguiar and Gopinath (2007) explain that the signs of the responses

18It is worth mentioning that the estimate for the capital adjustment cost parameter is smaller in Mexico than in
Canada, contrary to the results reported by Aguiar and Gopinath (2007). This result is rather counter-intuitive
in that it makes capital adjustment costs higher in a developed than in an emerging country. It may be because
the estimation procedure forces the model to match the high investment volatility in Mexico by imposing low
adjustment costs. Nevertheless, when average values are considered, the lowest estimated value for this parameter
is for developed countries and not for emerging or SSA countries.

15



CEPII, WP No 2013-03 Trend shocks and economic development

of relative consumption and relative net exports are different between a transitory shock and a
trend shock. A positive transitory (trend) shock induces a negative (positive) response of the
ratio of consumption to output and a positive (negative) response of the ratio of net exports.
These properties are attributable to the role of permanent income in the general equilibrium
model of business cycle19. Figure 2 illustrates the key differences between countries.

The top of the Figure 2 reports four key moments for various values of the ratio of standard
deviation of shocks σg/σz. The solid lines are for the values of moments when the average
estimates for developed countries are used (that is the first column of Table 3), except for σg,
which varies between 0.001×σz and 15×σz). The dotted lines report the values of moments
using the same parameter values except for the persistence parameter ρg, and this is set to
its average value for SSA countries (see the third column in Table 3). We then report the
moments associated with these estimates of structural parameters20. The circle marks represent
the developed countries and are by construction on the solid lines. Interestingly, the diamond
marks, which are for emerging countries, are close to the solid lines but to the right of the
circle marks. Emerging countries look like developed countries with more volatile innovations
in the trend shocks. The star marks for SSA countries are at the right of both the circle and
the diamond marks but far from the solid lines. If the solid and dotted lines are close for
the relative volatility of consumption, it is not the case for other moments. The difference in
persistence explain why, even if the relative standard deviation of trend shocks is higher in SSA
countries than in emerging and developed countries, the consumption is less correlated with
output, the relative volatility of net exports is higher, and net exports are less countercyclical in
these countries.

The bottom of the Figure 2 is constructed similarly for three specific countries (and not an
average of countries): a developed country (Canada), an emerging country (Mexico), and a SSA
country (Lesotho). For Canada and Mexico, the picture is similar to that described by Aguiar
and Gopinath (2007) for these two countries. The higher volatility of trend shocks explains why
consumption is more volatile than output in Mexico (and not in Canada) and why net exports
are countercyclical in Mexico (and not in Canada). The difference in the standard deviation
of shocks, however, does not explain the difference in business moments between Canada and
Lesotho. It is the positive persistence of trend shocks in Lesotho that explains the joint behavior
of net exports (highly volatile and procyclical) and consumption (more volatile than output with
a middle procyclical behavior).

19Trend shocks have permanent effects on income in contrast to transitory shocks and therefore induce a response
of consumption that is stronger than that of output. In response to a positive trend shock, households increase their
propensity to consume, whereas they increase their propensity to invest in response to a transitory shock (to take
advantage of temporary improvement in the marginal productivity of capital).
20The corresponding numbers may differ from the numbers reported in Table 1, in which the average of predicted
moments and not the predicted moments for the average values of parameter estimates as is reported in Figure 2.
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4.1.2. The size of the random walk

To summarize these strong differences in the structure of parameter of shocks, we compute
the size of the random walk (RWS) to measure the contribution of trend shocks to the overall
fluctuations of TFP, defined as follows by Aguiar and Gopinath (2007)

RWS =
σ2

∆τ

σ2
∆SR

=
α2σ2

g/(1−ρg)
2

[2/(1+ρz)]σ2
z +
[
α2σ2

g/
(
1−ρ2

g
)] (8)

where σ2
∆SR

is the variance of the Solow Residual (defined by SRt = zt +α logΓt) and σ2
∆τ

is
the variance of the random walk component of SRt . Aguiar and Gopinath (2007) find that the
random walk size is greater in Mexico (equal to 1.13) than in Canada (equal to 0.38) (see column
4 of Table 4 p. 91). We also obtain sizeable differences between groups: the random walk size is
equal to 0.65 for developed countries, 0.76 for emerging countries, and 1.24 for SSA countries.
These average values hide strong variability between countries and within a group of countries.
For example, the lowest value of random walk size in SSA is 0.27 for Rwanda, which is much
lower than the maximum value of random walk size in developed countries: 1.24 for Norway.
For emerging countries, the values of the random walk size range between 0.36 (for India) and
1.76 (for Algeria). If we consider the 20% of countries with the highest values of random walk
size, we find only 1 developed, 3 emerging, and 12 SSA countries. In contrast, among the 20%
of countries with the lowest values of random walk size, we find 9 developed, 4 emerging, and
3 SSA countries.

We test the equality of RWS between each possible pair of two countries21. For 81.99% of the
3321 pairs of countries22, the probability of being wrong while rejecting the null hypothesis that
the two RWS are equal is less than 5%. Thus, the reported differences in RWS are significantly
different from zero for most countries considered here. Considering only countries of the same
type does not modify this conclusion. The probability of being wrong while rejecting the null
hypothesis is less than 5% for 78.35% of developing countries, 82.80% of emerging countries,
and 76.81% of SSA countries. On this point, SSA countries are the most homogeneous because
almost 25% of pairs do not show significantly different RWS values (at the 5% level), whereas
emerging countries are the most heterogeneous, with only 18% of pairs that not show signifi-
cantly different RWS (at the 5% level). We discuss below how these differences in the estimates
of the RWS can be rationalized. Before we do this, we confront the model’s predictions with
data.

4.1.3. Moments

We first consider the ability of the model to reproduce the moments in average, see Table 1. The
volatilities of cyclical output and output growth are reproduced remarkably well by the model.
21Standard errors are computed by Monte Carlo simulations (with 106 realizations) using the calibrated values for
α and ρz and the estimated values for the mean and the standard error of σz,σg, and ρg.
22Given our sample of 82 countries, we get 3321 pairs of countries.
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Indeed, the most sizeable gap between the model and the data is for the standard deviation of
output in SSA countries, and this gap is modest (5.16 for the model compared to 4.25 for the
data). However, the persistence of cyclical output for the three types of countries and of output
growth for SSA countries is overestimated by the model (the auto-correlation of output growth
in SSA is equal to 0.44 for the model compared to 0.13 for the data). The model overestimates
the correlation of consumption with output for three types of countries. Even if it predicts
that the lowest value of this correlation is for SSA countries (0.80), it is above the mean value
observed (0.52). The volatilities of consumption relative to the volatility of output are close to
the empirical counterparts for developed countries (0.95 for the model compared to 1.04 for the
data) and emerging countries (1.03 compared to 1.22), but is markedly underestimated for SSA
countries (1.05 compared to 1.76). The model predictions are closer to the observed moments
for the two other series: investment and net-export. For SSA countries, the model succeeds
in predicting the low correlation of investment with output (0.43 against 0.36 in the data), the
acyclical behavior of net export (0.01 against 0.00 in the data), the high relative volatilities of
investment (3.23 against 4.13 in the data) and of net export (1.15 compared to 1.19 in the data).

To provide an overall view of the fit of the model, Figure 3 reports the following values for
each moment and country: the predicted value by the model, the value for the data, and the
value for the data more or less two times its standard deviation. To simplify the reading of the
figure, for each subplot, data are sorted in increasing order with respect to the value for the
data. This figure confirms the conclusion reached above based on the average values. Except
for a reduced number of countries, the model predictions for the standard deviations of cyclical
output and output growth are within the empirical ranges. The predicted and observed values
for the standard deviation of investment are very close, whereas for consumption, the solid line
for the model is generally below the dashed line for the data, especially when consumption is
highly volatile. For the ratio of net exports to output, the model overestimates the low values
of its standard deviation and matches better its middle and high values. A similar pattern is
observed for output persistence. The low values of the first order autocorrelation coefficients of
cyclical output and output growth are overestimated, but the middle and high values are closer.
Finally, the correlation with output of investment is better reproduced than its correlation with
consumption.

To decide whether the model is consistent overall with data, we compute the statistics Q and the
associated p-values embedded in the GMM package of Burnside (1999). The lowest p-value
is 0.30 for Uruguay; the probability of being wrong while rejecting the null hypothesis that
moments are equal for the model and the data is 30%. For all other countries, the p-values are
higher and have the following mean values: 0.54 for developed countries, 0.56 for emerging
countries, and 0.63 for SSA countries. Based on these figures, we conclude that the small open
economy model provides a satisfying description of the international differences in business
cycle moments. Next, we discuss the relationship between the relative weight of trend shocks
and the determinants of macroeconomic volatility.
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4.2. The size of the random walk and the determinants of macroeconomic volatility

Our results suggest that the structure of shocks is the key determinant of the specificities of
business cycles in developing countries. Trend shocks should not be interpreted only in terms of
variations in technological progress in the economy. According to Aguiar and Gopinath (2007),
trend shocks to the efficiency wedge can be associated with regime switches or changes in
government policy, including dramatic changes in fiscal, monetary, and trade policies23. Trend
shocks can also be interpreted as long-term changes in market frictions because they impact the
efficiency wedge, as demonstrated by Chari et al. (2007) for financial frictions and by Lagos
(2006) for labor market frictions.

To obtain more information on the sources of trend shocks, we compare cross-country variations
in the size of the random walk with cross-country variations of the following determinants of
macroeconomic volatility in developing countries: (i) the mean of real income per capita, (ii)
the quality of the institution, (iii) the growth rate of trade openness, (iv) the volatility of aid
received by countries as a percent of income, (v) the mean of the size of the domestic credit as a
percent of GDP, (vi) the mean of the inflation rate, and (vii) the mean of the size of government
spending as a percent of GDP. Corresponding series are defined in the Data Appendix. For each
variable, we measure its correlation with both the standard deviation of output and the size of
the random walk. The results are reported in Figures 4 and 5, which, respectively, provide the
scatter plots and the line of regression if the slope is significantly different from 0 at the 1%
level (with a solid line), at the 5% level (with a dashed line), or at the 10% level (with a dotted
line). We do not plot the regression line at other levels.

At the 1% level, income is significantly negatively correlated with both output volatility and the
size of the random walk. This property is consistent with our results reported in the Section 4
because the average of income is highest for developed countries and lowest for SSA countries,
and emerging countries are mainly middle-income. To illustrate this property, we compare the
gap in income between two countries and the probability that these two countries have different
sizes of random walks. The gap in income is defined as

∣∣∣y∗i − y∗j
∣∣∣ where y∗z is the average of

the income per capita in country z in real USD of 2000 for z = i, j and i 6= j. The mean of this
gap is approximately 1.92 for our complete sample of 82 countries. If we consider the pairs of
countries for which the gap in random walk size is significantly different from zero (at the 5%
level) the mean of the output gap increases to 1.96. If we consider the countries for which it
is not significantly different from zero, the output gap falls to 1.73. In other words, the gap in
income is smaller between countries with similar sizes of random walk.

The quality of institutions is significantly negatively correlated (at the 1% level) with both out-
put volatility and the size of the random walk. The quality of institutions has been widely
recognized as a key determinant of income, growth and, more recently, as a key determinant of

23In the context of the great depression, Crucini and Kahn (2003) demonstrate that tariff shifts in a multi-sectoral
model correspond to changes in the efficiency wedge in a mono-sectoral model, as that considered here.
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macroeconomic volatility (see the works of Acemoglu et al. (2001) on growth and Acemoglu
et al. (2003) on macroeconomic instability). Our results complete this literature by linking the
institutions not only to output volatility but also to the contribution of trend shocks to macroe-
conomic fluctuations, and our results support the interpretation of these shocks given by Aguiar
and Gopinath (2007) in terms of government failures (see the beginning of this section). To
be more explicit regarding economic policy, we consider the following two variables that cap-
ture cross-country variations in monetary and fiscal policy: inflation and government spending.
These two variables are strongly correlated with output volatility. In highly volatile countries,
inflation is strong and the government sector is small. However, these variables are not linked
with the size of the random walk and therefore do not explain the high weight of trend shocks
in the developing countries.

For the standard deviation of aid received (measured as a share of income), we exclude the
developed countries from the analysis because they do not receive aid. This variable is positively
correlated with output volatility. This relationship may support the approach of Arellano et al.
(2010), who explain the volatility of developing countries in terms of the variability of the aid
received, and it is also supports the objective of Peiris and Saxegaard (2007) and Houssa et
al. (2010): to define efficient monetary policy rules in the context of sizeable and variable aid
transfers. However, this variable is not correlated with the size of the random walk. We also
regress the size of the random walk on the mean of aid received, instead of on the standard
deviation of aid, and do not find a significant coefficient. Therefore, even if aid seems strongly
related to economic volatility, it may not be related to the high weight of trend shocks in the
low income countries.

The openness of developing countries to trade is a key channel of transmission of international
shocks to domestic countries. We measure trade-openness by the sum of the export and import
ratios (both in percent of GDP). Due to the trade liberalization of recent decades, this ratio is
growing in most countries. The mean growth rate of trade-openness is 2.26% for all countries
and varies between developed countries (1.57%), emerging countries (2.47%), and SSA coun-
tries (2.55%). When we compare this growth rate with the volatility of output, the relationship
is positive and significant (at the 1% level). This relationship is consistent with Ahmed and
Suardi’s (2009) finding that trade liberalization is associated with greater output and consump-
tion volatilities. However, we do not find a significant relationship between trade-openness and
the structure of shocks.

The last variable that we study is the size of the financial sector, which is measured by domestic
credit as a share of GDP. The development of the financial sector is widely known as a key factor
in economic stabilization because it allows economies to share risk and to smooth consumption
(see Kose et al. (2003) and Özbilgin (2010) among others). We find a strong and significant
relationship (at the 1% level) between our measure of the development of the financial sector
and both the output volatility and the size of the random walk. An insufficiently developed
financial sector is associated here not only with macroeconomic instability, but also with a high
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weight of trend shocks in the source of fluctuations.

4.3. Robustness

We perform simulation and estimation exercises to assess the robustness of the results presented
in Section 4.2.

First, the accuracy of the estimation as measured by the standard errors of the random walk
size determines the validity of our results, but this may be invalidated if standard errors are
too large. To check the robustness of our conclusions, we use the estimated values for the
mean and the standard deviations of random walk size to generate 10 000 realizations of the 82
values of random walk size. For each simulation, we test the existence of significant relationship
between the realized values of random walk size and the macroeconomic variables as performed
in Section 4.2. In 93% of our simulations, the random walk size is significantly correlated at
the 1% level with income as indicated in Section 4.2. We obtain similar comfortable ratios for
the two other variables (institutions, 83%, and domestic credit, 99%).

Second, one country has a random walk size that is very large when compared with the other
countries: Chad (4.02). We check that our results are not unduly influenced by this extreme
figure. Figure 6 plots the new estimated relations. The random walk size is still significantly
related with domestic credit, income and institutions. The relationship with government spend-
ing also becomes significant. Interestingly, government spending is positively correlated with
the random walk size whereas it is negatively correlated with output volatility (see Figure 6).

Third, the liberalization of trade and finance became very important in developing countries af-
ter 1980, and it is during this period that some developing countries became emerging countries,
substantially differentiating themselves from SSA countries. We then re-apply the identifica-
tion strategy using data from after 1980. The results reported in Figure 7 are very close: the
size of the random walk is still significantly correlated with the income, institutions, and credit
variables. If we suppress24 the country with the highest random walk size (Chad), the size of
the random walk remains correlated (at the 1% level) with income, institutions, and domestic
credit, and also becomes significantly correlated with government spending at the 5% level and
with trade-openness at the 10% level.

Finally, we include the parameter ρz in the set of estimated parameters to reproduce exactly the
estimation method of Aguiar and Gopinath (2007). The mean values of the estimated random
walk size are very close for the two methods25. Therefore, its relationship with the determinants
of macroeconomic volatility still holds (see Figure 8). However, these results should be viewed
with caution because of the large standard errors of estimated parameters and of the random
walk size. As above, if we generate simulated distributions of random walk size, these relations

24See the supplementary materials for the corresponding figure.
25The coefficient of correlation between the estimated values of random walk size with or without a fixed value for
ρz is equal to 0.91
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no longer hold. The large standard errors of the random walk size are the consequences of large
standard errors26 of ρz. If we suppress27 the 25 countries with the standard errors of random
walk size higher than 100%, the random walk size becomes robustly and significantly correlated
with income (at the 5% level), institutions (at the 5% level), and domestic credit (at the 10%
level), as in our benchmark case where the value of ρz is fixed. We prefer this last case because
it provides small standard errors for estimated parameters for all the countries of our sample
and allows us to identify robustly significant relationships between the random walk size and
macroeconomic variables.

To conclude, variations in the weight of trend shocks explain cross-country differences in busi-
ness cycles and a high weight of trend shocks may be attributable to low income, low institu-
tional quality and an insufficiently developed financial sector. In addition, trend shocks do not
appear to be robustly related to volatility of aid received, inflation, and trade-openness, while
we cannot conclude for government spending.

5. CONCLUSION

Economic growth is the key for the development of the least poor countries around the world,
which are mainly localized in the SSA region. A substantial literature has emphasized the
crucial consequences of the average of long-run growth rate for economic prosperity, e.g., Barro
and Sala-i-Martin (2003). Our results suggest that the volatility of this long-run growth rate is
also important because it seems to be at the origin of the excess volatility of these economies
and, therefore, the source of the high welfare costs of fluctuations identified by Pallage and Rob
(2003) and Loayza et al. (2007). This conclusion is based on the extension of the work of Aguiar
and Gopinath (2007) on emerging countries to a larger sample of countries that includes the
lowest developed countries from SSA. Trend shocks have a broad interpretation. Our empirical
results call for further theoretical researchers to establish the links between these shocks and
the quality of institutions and the size of the domestic credit sector, which are significantly
correlated with the size of the random walk across countries.

It is worth mentioning that recent studies challenge the role of trend shocks for emerging coun-
tries. Boz et al. (2008) try to improve the model of Aguiar and Gopinath (2007) by adding a
learning process to the source of productivity shocks (transitory or permanent). Alvarez-Parra et
al. (2011) show that the role of trend shocks is lower when the disaggregation of consumption
into durable and nondurable goods is taken into account. Garcia-Cicco et al. (2010) use long-
term data for Argentina and find that the small open economy with transitory and trend shocks
generates an excessively persistent ratio of the trade balance to output. Based on this failure,
they propose to enrich the model with financial shocks. When the extended model is estimated,
trend shocks play a negligible role in business cycles. Chang and Fernandez (2010) agree with

26Large standard errors for ρz generally occurs when the estimated mean value for the standard deviation σz is
small.
27See the supplementary materials for the corresponding figure.
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Garcia-Cicco et al. (2010) in their comparison of the two leading explanations of emerging
market business cycles using Bayesian methods of estimation and they obtain results in favor of
the explanation based on financial frictions rather than the explanation based on trend shocks.
It will naturally be of interest for future studies to investigate the relevance of financial shocks
and frictions to complete our understanding of business cycles in the less developed countries.
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DATA APPENDIX

• All macroeconomic data are from the World Bank database “World Development Indica-
tors”, CD-ROM version, 2008. The sample period for most of the included countries is
1960-2006, but, as specified, below the date for the first observation can vary for some coun-
tries.
– The consumption is the log of the household final consumption expenditure in local cur-

rency unit divided by the population.
– The output is the log of the Gross National Product (GNP) per capita in local currency

unit or in constant USD 2000.
– The size of the credit market is measured by the domestic credit provided by banking

sector in percentage of GDP.
– The government spending is measured by the general government final consumption ex-

penditure in percentage of GDP.
– The aid received is measured by the total foreign aid received by countries in percentage

of GNI.
– The ratio of net-exports to output is the difference between the ratios of exportation and

importation and the ratio of trade-openeness is the sum of these two ratios, respectively
defined as the exports of goods and services in percentage of GDP and the imports of
goods and services in percentage of GDP.

– Population is measured by the total population.
• The quality of institutions is the average of “the rule of law” provided by the ”World Gover-

nance Indicators, 1996-2008” (http://wbi.worldbank.org) over the sample period 1996-2008.
• For each country, we give the starting date of the sample and its short name used in Tables

and Figures.
– Developed: Australia (AUS,1971); Austria (AUT,1971); Belgium (BEL,1971); Canada

(CAN,1960); Denmark (DNK,1966); Finland (FIN,1960); France (FRA,1970); Germany
(DEU,1971); Greece (GRC,1960); Iceland (ISL,1960); Ireland (IRL,1971); Italy (ITA,1960);
Japan (JPN,1960); Luxembourg (LUX,1960); Netherlands (NLD,1971); New Zealand
(NZL,1971); Norway (NOR,1960); Portugal (PRT,1971); Spain (ESP,1971); Sweden
(SWE,1960); Switzerland (CHE,1960); United Kingdom(GBR,1970)

– Emerging: Korea, Rep. (KOR,1960); Kenya (KEN,1979); South Africa (ZAF,1960);
Algeria (DZA,1969); Egypt, Arab Rep. (EGY,1974); Iran, Islamic Rep.(IRN,1965); Mo-
rocco (MAR,1966); Tunisia (TUN,1961); Hungary (HUN,1965); Turkey (TUR,1987);
China (CHN,1970); India (IND,1960); Indonesia (IDN,1979); Malaysia (MYS,1960);
Pakistan (PAK,1967); Philippines (PHL,1960); Thailand (THA,1960); Argentina (ARG,1960);
Brazil (BRA,1970); Chile (CHL,1960); Colombia (COL,1960); Costa Rica (CRI,1960);
Ecuador (ECU,1965); Mexico (MEX,1960); Panama (PAN,1980); Peru (PER,1960);
Uruguay (URY,1960); Venezuela (VEN,1974)

– SSA: Benin (BEN,1982); Botswana (BWA,1975); Burkina Faso (BFA,1983); Cameroon
(CMR,1975); Cape Verde (CPV,1986); Chad (TCD,1991); Comoros (COM,1980); Congo,

27



CEPII, WP No 2013-03 Trend shocks and economic development

Dem. Rep.(ZAR,1968); Ivory Coast (CIV,1965); Ethiopia (ETH,1981); Gabon (GAB,1980);
Gambia, The (GMB,1966); Ghana (GHA,1967); Guinea (GIN,1986); Guinea-Bissau
(GNB,1987); Lesotho (LSO,1970); Madagascar (MDG,1971); Malawi (MWI,1973); Mali
(MLI,1979); Mauritania (MRT,1965); Mauritius (MUS,1980); Mozambique (MOZ,1980);
Namibia (NAM,1980); Rwanda (RWA,1965); Senegal (SEN,1965); Seychelles (SYC,1984);
Sudan (SDN,1976); Swaziland (SWZ,1980); Togo (TGO,1980); Uganda (UGA,1982);
Zambia (ZMB,1970); Zimbabwe (ZWE,1975)
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TABLES AND FIGURES
Figure 1 – Economic development and business cycle moments
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Notes: The variable "Income" is the average of the log of Gross Domestic Product per capita
in constant USD of 2000. The variable z is the cyclical component of log(Z) using the HP
filter (with a coefficient equal to 100), σ (z) denotes the standard deviation of the series z,
ρ (y,z) is the correlation coefficient between output y and the variable z, for z = {y, i,c,nx/y},
and E (DY ) is the mean of the growth rate of output DY = log(Y/Y−1). The solid, dashed,
and dotted lines are the outcome of a linear regression with a coefficient significantly different
from 0 at the 1, 5, and 10 percent levels, respectively. If the coefficient is not significantly
different from 0 at the 1, 5 or 10 level, there is no line.
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Figure 2 – Sensitivity of moments to the relative volatility of trend shocks
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Notes: Moments for consumption and net exports (relative volatility to output and correlation
with output) as a function of alternative σg/σz. Panels (a)-(d). The solide lines are for the
values of σz, ρr, φ , and µg reported in the Column "Developed" of Table 3. The dotted lines
are for the same values except for ρg, which is fixed to the value reported in the column "SSA"
in Table 3. Panels (e)-(h). The solde lines are for the values of σz, ρr, φ , and µg reported in the
Column "Canada" of Table 3. The dotted lines are for the same values except for ρg, which is
fixed to the value reported in the column "Lesotho" in Table 3. For circle, diamond, and star
marks, all values of parameters are taken in the corresponding columns of Table 3.
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Figure 3 – Moments for the data and the model
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Notes: The dashed lines are the mean values of moments for the data (dotted lines are mean
values +/− two standard deviations) and the solid lines are the moments predicted by the
model. For each moment, data are sorted in increasing order with respect to the mean value
for the data. The variable z is the cyclical component of log(Z) using the HP filter (with a
coefficient equal to 100), σ (z) denotes the standard deviation of the series z, ρ (y,z) is the
correlation coefficient between output y and the variable z, for z = {y, i,c,nx/y}, and E (DY )
is the mean of the growth rate of output DY = log(Y/Y−1).
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Figure 4 – Output volatility and macroeconomic variables
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Notes: σ(y) stands for the standard deviation of output. The square symbol denotes SSA
countries, the diamond symbol denotes emerging countries, and the circle symbol denotes
developed countries. The solid, dashed, and dotted lines are the outcome of a linear regression
with a coefficient significantly different from 0 at the 1, 5, and 10 percent levels, respectively.
If the coefficient is not significantly different from 0 at the 1, 5 or 10 level, there is no line.
Variables are: the mean of real income per capita, the quality of the institution, the growth
rate of trade openness, the volatility of aid received by countries as a percent of income, the
mean of the size of the domestic credit as a percent of GDP, the mean of the inflation rate, and
the mean of the size of government spending as a percent of GDP. See the Data Appendix for
details on the data.
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Figure 5 – The size of random walk and macroeconomic variables
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Notes: RWS stands for the random walk size. The square symbol denotes SSA countries,
the diamond symbol denotes emerging countries, and the circle symbol denotes developed
countries. The solid, dashed, and dotted lines are the outcome of a linear regression with a
coefficient significantly different from 0 at the 1, 5, and 10 percent levels, respectively. If the
coefficient is not significantly different from 0 at the 1, 5 or 10 level, there is no line. Variables
are: the mean of real income per capita, the quality of the institution, the growth rate of trade
openness, the volatility of aid received by countries as a percent of income, the mean of the
size of the domestic credit as a percent of GDP, the mean of the inflation rate, and the mean
of the size of government spending as a percent of GDP. See the Data Appendix for details on
the data.
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Figure 6 – The size of random walk and macroeconomic variables (without Chad)
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Notes: RWS stands for the random walk size. The square symbol denotes SSA countries,
the diamond symbol denotes emerging countries, and the circle symbol denotes developed
countries. The solid, dashed, and dotted lines are the outcome of a linear regression with a
coefficient significantly different from 0 at the 1, 5, and 10 percent levels, respectively. If the
coefficient is not significantly different from 0 at the 1, 5 or 10 level, there is no line. Variables
are: the mean of real income per capita, the quality of the institution, the growth rate of trade
openness, the volatility of aid received by countries as a percent of income, the mean of the
size of the domestic credit as a percent of GDP, the mean of the inflation rate, and the mean
of the size of government spending as a percent of GDP. See the Data Appendix for details on
the data.
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Figure 7 – The size of random walk and macroeconomic variables (data after 1980)
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RWS stands for the random walk size. The square symbol denotes SSA countries, the
diamond symbol denotes emerging countries, and the circle symbol denotes developed
countries. The solid, dashed, and dotted lines are the outcome of a linear regression
with a coefficient significantly different from 0 at the 1, 5, and 10 percent levels,
respectively. If the coefficient is not significantly different from 0 at the 1, 5 or 10
level, there is no line. Variables are: the mean of real income per capita, the quality
of the institution, the growth rate of trade openness, the volatility of aid received by
countries as a percent of income, the mean of the size of the domestic credit as a
percent of GDP, the mean of the inflation rate, and the mean of the size of government
spending as a percent of GDP. See the Data Appendix for details on the data.
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Figure 8 – The size of random walk and macroeconomic variables (when ρz is estimated)
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Notes: RWS stands for the random walk size. The square symbol denotes SSA countries,
the diamond symbol denotes emerging countries, and the circle symbol denotes developed
countries. The solid, dashed, and dotted lines are the outcome of a linear regression with a
coefficient significantly different from 0 at the 1, 5, and 10 percent levels, respectively. If the
coefficient is not significantly different from 0 at the 1, 5 or 10 levels, there is no line. Variables
are: the mean of real income per capita, the quality of the institution, the growth rate of trade
openness, the volatility of aid received by countries as a percent of income, the mean of the
size of the domestic credit as a percent of GDP, the mean of the inflation rate, and the mean
of the size of government spending as a percent of GDP. See the Data Appendix for details on
the data.
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Table 1 – Moments (average for each group of countries)
Data Model

Moments Developed Emerging SSA Developed Emerging SSA
σ(y) 2.25 3.71 4.25 2.27 3.83 5.16

(0.28) (0.66) (0.82) (0.18) (0.36) (0.42)
σ(DY) 2.26 3.90 4.98 2.22 3.84 4.90

(0.31) (0.72) (1.02) (0.19) (0.38) (0.43)
σ(i)/σ(y) 3.12 3.43 4.13 2.82 3.01 3.23
σ(i) 7.02 12.71 17.54 6.41 11.54 16.68

(1.01) (2.26) (3.05) (0.53) (1.15) (1.44)
σ(c)/σ(y) 1.04 1.22 1.76 0.95 1.03 1.05
σ(c) 2.33 4.54 7.49 2.16 3.96 5.43

(0.32) (0.77) (1.23) (0.19) (0.41) (0.48)
σ(nx/y)/σ(y) 0.69 0.80 1.19 0.77 0.86 1.15
σ(nx/y) 1.55 2.97 5.07 1.75 3.30 5.91

(0.23) (0.44) (1.00) (0.13) (0.31) (0.45)
ρ(y,y(−1)) 0.61 0.53 0.45 0.64 0.63 0.70

(9.87) (10.75) (13.14) (2.72) (3.02) (2.14)
ρ(DY,DY(−1)) 0.34 0.25 0.13 0.22 0.24 0.44

(14.03) (12.87) (16.03) (6.65) (7.02) (5.69)
ρ(y,nx/y) -0.37 -0.35 0.00 -0.12 -0.16 0.01

(14.16) (15.45) (14.60) (6.20) (5.68) (4.38)
ρ(y,c) 0.78 0.73 0.52 0.87 0.88 0.80

(6.84) (8.22) (11.82) (1.89) (2.04) (2.78)
ρ(y, i) 0.83 0.75 0.36 0.69 0.65 0.43

(5.01) (7.82) (14.84) (2.58) (2.99) (4.11)
E(DY) 0.02 0.02 0.01 0.02 0.02 0.01

(0.44) (0.74) (0.99) (0.32) (0.45) (0.49)

Notes: GMM estimates of the moments for the data and for the model with standard errors in
parentheses. All standard errors and the standard deviations are in percentage. For each type
of country, the table reports the average values for the group of countries. The variable z is
the cyclical component of log(Z) using the HP filter (with a coefficient equal to 100), σ (z)
denotes the standard deviation of the series z, ρ (y,z) is the correlation coefficient between
output y and the variable z, for z = {y, i,c,nx/y}, and E (DY ) is the mean of the growth rate of
output DY = log(Y/Y−1).
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Table 2 – Moments for three countries
Data Model

Moments Canada Mexico Lesotho Canada Mexico Lesotho
σ(y) 2.02 3.24 6.02 1.93 2.93 6.56

(0.31) (0.57) (1.18) (0.12) (0.42) (0.59)
σ(DY) 2.02 3.28 6.74 1.87 3.02 5.86

(0.26) (0.46) (1.67) (0.15) (0.45) (0.62)
σ(i)/σ(y) 2.61 3.35 2.56 2.54 2.97 2.20
σ(i) 5.28 10.85 15.43 4.91 8.69 14.44

(0.79) (2.00) (2.47) (0.32) (1.34) (1.19)
σ(c)/σ(y) 1.00 1.36 1.28 0.88 1.10 1.09
σ(c) 2.02 4.40 7.73 1.69 3.23 7.14

(0.30) (0.82) (1.09) (0.22) (0.55) (0.50)
σ(nx/y)/σ(y) 0.53 0.67 1.52 0.67 0.78 1.23
σ(nx/y) 1.07 2.16 9.15 1.30 2.28 8.06

(0.09) (0.46) (2.57) (0.09) (0.37) (0.69)
ρ(y,y(−1)) 0.63 0.59 0.42 0.65 0.60 0.78

(9.45) (9.91) (18.30) (2.42) (2.85) (2.71)
ρ(DY,DY(−1)) 0.32 0.25 0.09 0.23 0.14 0.63

(14.18) (12.61) (14.47) (6.22) (6.52) (9.39)
ρ(y,nx/y) -0.09 -0.45 0.35 0.00 -0.38 0.30

(23.86) (12.84) (18.27) (11.10) (5.69) (7.80)
ρ(y,c) 0.83 0.86 0.33 0.84 0.94 0.52

(6.38) (5.08) (16.06) (2.47) (1.61) (7.73)
ρ(y, i) 0.78 0.91 0.54 0.74 0.73 0.37

(5.65) (3.14) (13.81) (2.32) (1.28) (6.84)
E(DY) 0.02 0.02 0.03 0.02 0.02 0.03

(0.38) (0.58) (0.90) (0.25) (0.29) (0.58)

Notes: GMM estimates of the moments for the data and for the model with standard errors in
parentheses. All standard errors and the standard deviations are in percentage. The variable z
is the cyclical component of log(Z) using the HP filter (with a coefficient equal to 100), σ (z)
denotes the standard deviation of the series z, ρ (y,z) is the correlation coefficient between
output y and the variable z, for z = {y, i,c,nx/y}, and E (DY ) is the mean of the growth rate of
output DY = log(Y/Y−1).
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Table 3 – Estimated parameters
Parameter Developed Emerging SSA Canada Mexico Lesotho
σg 2.89 5.33 6.20 2.25 4.62 5.86

(0.30) (0.59) (0.57) (0.36) (0.79) (0.60)
σz 0.68 0.73 0.58 0.83 0.44 1.28

(3.47) (18.80) (43.97) (0.06) (0.19) (1.08)
ρg -0.13 -0.11 0.05 -0.13 -0.18 0.40

(4.69) (4.09) (4.25) (4.40) (2.78) (5.90)
µg 1.02 1.02 1.01 1.02 1.02 1.03

(0.32) (0.45) (0.49) (0.25) (0.29) (0.58)
φ 0.22 0.30 0.26 0.27 0.18 0.50

(4.98) (7.55) (7.73) (3.56) (2.00) (13.47)
RWS 0.65 0.76 1.24 0.58 0.68 2.15

(2.06) (2.11) (6.74) (0.21) (0.20) (2.54)
Q 5.03 4.91 4.39 5.34 4.60 5.12
p−value 0.54 0.56 0.63 0.50 0.60 0.53

Notes: GMM estimates of the structural parameters with standard errors in parentheses (in
percentage). For each type of country, the table reports the average values for the group of
countries. RWS stands for random walk size, σg for standard deviation of trend shocks, σz for
standard deviation of transitory shocks, ρg for persistence of trend shocks, µg for productivity
long-run mean growth rate, and φ for capital adjustment costs parameter.
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Table 4 – Estimated parameters (including ρz)
Parameter Developed Emerging SSA
σg 2.89 5.18 6.43

(0.41) (0.83) (0.81)
σz 0.75 0.86 0.56

(4.25) (3.65) (4.68)
ρg -0.12 -0.09 -0.01

(6.08) (8.17) (7.14)
ρz 0.68 0.23 -0.44

(446257) (192977) (85956)
µg 1.02 1.02 1.01

(0.35) (0.50) (0.55)
φ 0.38 0.31 0.26

(9.27) (12.05) (9.70)
RWS 0.66 0.70 1.04

(2443) (82397183) (5048)
Q 4.88 4.64 4.25
p−value 0.44 0.47 0.52

Notes: GMM estimates of the structural parameters with standard errors in parentheses (in
percentage). For each type of country, the table reports the average values for the group of
countries. RWS stands for random walk size, σg for standard deviation of trend shocks, σz for
standard deviation of transitory shocks, ρg for persistence of trend shocks, ρz for persistence of
transitory shocks, µg for productivity long-run mean growth rate, and φ for capital adjustment
costs parameter.
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Table 5 – Moments for the model (when ρz is estimated)

Moments Developed Emerging SSA
σ(y) 2.27 3.81 5.19

(0.20) (0.42) (0.48)
σ(DY) 2.23 3.91 5.32

(0.21) (0.45) (0.57)
σ(i)/σ(y) 2.76 2.97 3.19
σ(i) 6.27 11.32 16.56

(0.62) (1.41) (1.68)
σ(c)/σ(y) 0.98 1.03 1.04
σ(c) 2.23 3.94 5.38

(0.22) (0.46) (0.54)
σ(nx/y)/σ(y) 0.78 0.86 1.14
σ(nx/y) 1.76 3.28 5.91

(0.16) (0.34) (0.52)
ρ(y,y(−1)) 0.64 0.59 0.54

(4.39) (4.53) (4.35)
ρ(DY,DY(−1)) 0.24 0.18 0.15

(8.92) (8.14) (8.64)
ρ(y,nx/y) -0.13 -0.15 0.03

(7.03) (7.63) (4.89)
ρ(y,c) 0.88 0.88 0.80

(3.02) (3.20) (3.17)
ρ(y, i) 0.69 0.63 0.39

(3.54) (4.55) (4.36)
E(DY) 2.38 2.47 0.70

(0.35) (0.50) (0.55)

Notes: GMM estimates of the moments for the data and for the model with standard errors in
parentheses. All standard errors and the standard deviations are in percentage. The variable z
is the cyclical component of log(Z) using the HP filter (with a coefficient equal to 100), σ (z)
denotes the standard deviation of the series z, ρ (y,z) is the correlation coefficient between
output y and the variable z, for z = {y, i,c,nx/y}, and E (DY ) is the mean of the growth rate of
output DY = log(Y/Y−1).
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